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Abstract

Using Dominating Sets to Improve the Performance of Mobile Ad Hoc Networks

by

Marco Autelio Spohn

A mobile ad hoc networkMANET) is a wireless network that does not rely on

any fixed infrastructure (i.e., routing facilities, such as wired networks and access points), and
whose nodes must coordinate among themselves to determine connectivity and routing. Coor-
dination in ad hoc networks includes operations such as neighborhood discovery, organization
of nodes (i.e., topology control and clustering), and routing. Most mechanisms performing
these operations employ broadcasting of signaling messages as the underlying mechanism.
The broadcast can target a portion of the network (e.g., gathering neighborhood information),
or the entire network (e.g., discovering routes on demand). The focus of this thesis is the de-
sign and analysis of algorithms that improve broadcasting and hierarchical organization in ad
hoc networks. To design such algorithms, concepts from domination in graphs are explored,
because of their similarities to the problems arising with the broadcasting of signaling and

data in MANETS.
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Chapter 1

Introduction

During the last decade, wireless networks have been an important topic of research in com-
puter networks, with special attention focusedmaobile ad hoc network@MANETS). A
MANET is a wireless network that does not rely on any fixed infrastructure, and whose nodes
must organize themselves to determine connectivity and routing. Because of mobility and
radio channel connections, the links between nodes are unreliable.

A MANET can be deployed rapidly in disaster relief (e.g., in disaster areas with
scarce or non-existing communication infrastructure), battlefield communication (e.g., to pro-
vide communication among platoon members), collaborative computing (e.g., a group of per-
sons using their laptop computers to set up a wireless network to exchange data during a
meeting), and any other situation requiring a network built on demand.

In a MANET, radio waves are used for communication among nodes. The transmit-
ter and receiver do not have to be aligned physically, because radio waves are omnidirectional

(i.e., they travel in all directions). On the other hand, it is more complicated to detect if a



node’s transmission collides with any other simultaneous transmission. Because of that, most
medium accedMAC) protocols for MANETS are contention based with a collision avoidance
mechanism. Depending on the location of nodes, network packets may require intermediary
nodes to relay them until they reach the destination. In this case, routes can be found on
demand (i.e., computed as needed), or proactively (i.e., routes are computed to all nodes re-
gardless of any data flow). Once a route is available, intermediary nodes transmit the packet
toward the next hop to the destination; eventually, the packet reaches the destination (assum-
ing the network is connected). With some adjustments, any TCP/IP [58] based protocol is
feasible on top of the routing layer of a MANET.

In MANETS, many underlying protocols (e.g., routing protocols and topology con-
trol) use some form of flooding to send control messages. Usually it is assumed that the actual
position of any node is not known, because of node mobility. In this case, whenever a control
message must reach any node in the network (e.g., when searching for a route to any destina-
tion), flooding is the only alternative, because restricting the broadcast to parts of the network
may not cover the destination. Organizing the nodes in a hierarchical structure such as a
broadcast treamay provide more efficient broadcast operations, because only tree members
are assigned to perform broadcast transmissions during the flooding operation. In contention-
based MAC protocols, reducing the number of broadcast transmissions translates into less
contention, and fewer packet collisions. Hence, all protocols can benefit from improvements
to the basic flooding mechanisms.

The focus of the research reported in this thesis is on developing and analyzing algo-

rithms that improve broadcasting and hierarchical organization in ad hoc networks. To design



such algorithms, concepts frodomination in graph$24] are explored, because of their sim-

ilarities to the problems arising with the broadcasting of signaling and data in MANETS.

1.1 Physical Layer and Medium Access in MANETSs

In MANETS, all protocols are restricted to the capacity of wireless transmissions
(i.e., radio transmissions). Due to radio waves’ ability to travel long distances, interference
between wireless devices is the most significant source of problems in MANETs. MAC pro-
tocols must be designed to reduce the impact of interference, and provide some guarantees of
service to the above layer (i.e., network layer).

Single channel wireless networks, in which nodes share a common frequency and
modulation scheme, suffer from a type of interference cdlidden termina[59]. Figure 1.1
shows an example. Nodésand3 are out of range of each other (i.e., they are hidden from
each other), but nod2 is within range of both nodes and3. If nodes transmit with no
coordination, it is possible that nodésand 3 transmit concurrently causing interference at
node2, what may prevent nodefrom hearing either.

MAC schemes can be broadly classified into two categories: on-demand (contention-
based) and scheduled [7]. An on-demand scheme determines the pair of communicating hodes
through the exchange of control messages before each transmission. On the other hand, sched-
uled schemes prearrange or negotiate a set of timetables for individual nodes or links, such
that the transmissions are collision-free in the time and frequency domains. The main disad-
vantage of this approach is that it requires node synchronization, which is hard to accomplish
in MANETS, because nodes can join or leave the network at any time.

3



Figure 1.1 Hidden terminal problem

In contention based medium access protocols, the number of packet collisions in-
creases proportionally to the number of broadcast transmissions. Increased packet collisions
compromises network performance. Many operations related to the coordination of nodes
incur redundant broadcast transmissions. In this case, applying mechanisms to reduce redun-

dancy, while guaranteeing the operations’ reliability, is desirable.

1.2 Coordination in MANETS

In a MANET, nodes must coordinate among themselves without resorting to any
pre-existing network infrastructure (i.e., routing facilities, such as wired networks and access
points). Broadcasting of signaling messages is the underlying mechanism for coordination,
and the broadcast can target a portion of the network (e.g., gathering neighborhood informa-
tion), or the entire network (e.g., discovering routes on demand).

Coordination in ad hoc networks includes operations such as neighborhood discov-

ery, organization of nodes (i.e., topology control and clustering), and routing. Examples of



organization of nodes include the location of services, computing an efficient backbone for the
broadcasting of signals, and routing of data packets (routing can benefit from some specific

organization structure, but this is not a requirement for the routing of data packets).

1.2.1 Organization of Nodes

Organization of nodes can be static (i.e., performed proactively), or dynamic (i.e.,
performed on demand). While operations to build such structures require broadcasting of
signaling messages, these structures make broadcast operations scale to much larger portions
of the network. That is, the hierarchical structure functions as a backbone, on top of which
broadcasting can be performed more efficiently.

In MANETS, there are two broad categories of hierarchical architectataster-
ing [12], andtopology control based on hierarchi¢®, 34]. These architectures can be used
to prolong the network’s lifetime [6, 10, 73], attain load balancing [8], and increase network
scalability [25, 34].

With clustering[12], the substructures that are collapsed in higher levels are called
clusters In each cluster, at least one node may represent the cluster, and this node is usually
called acluster-head Cluster-heads act as leaders in their clusters, providing some service to
their members. For example, a cluster-head could be an access point to the outside network,
or it could be asinkfor collecting information from a group of sensors (cluster members) in a
sensor network [2].

Topology control based on hierarchies and clustering are closely related problems.

While the former defines a rebhckboneof the network (i.e., the nodes in the backbone are



connected, covering all nodes in the network), the latter constrwittuial backbondi.e., the
set of cluster-heads are not necessarily connected, but they cover all nodes in the network).

An example of an operation requiring a real backbone is the flooding of control messages.

1.2.2 Routing

There are two broad categories of unicast routing protocols for MANETS, proactive
and reactive. Witlproactive routing(e.g., OLSR [14]), nodes keep routing information to all
nodes in the network, not subject to any existing data flow. OLSR is a link state protocol [58]
using an optimized broadcast mechanism for the dissemination of link state information. In
reactive routing(e.g., AODV [45]), routes are found on demand and nodes find routes to
their destinations as they are needed. Route discovery starts by broadcastitg request
(RREQ) message throughout the network. This message is relayed until it reaches a node
with a valid route to the destination, or the destination itself. Once this happenstea
reply (RREP) message is sent back to the source by reversing the path traversed by the RREQ
message. Only after receiving the corresponding RREP message can the source start sending
packets to the destination.

Reactive and proactive routing can be combined, resultitglmid protocolge.qg.,

ZRP [23]). In this case, routes to some nodes (usually the nearest ones) are kept proactively,

while routes to the remaining nodes are found on-demand.



1.3 Domination in Graph Theory

Since our contributions involve the computation of dominating sets, we provide a
brief introduction to domination in graph theory below.

In our notation, the undirected gragh= (V, E) consists of a set of verticd§ =
{n1,...nx}, and a set of edges (an edge is a s€tn;, n;}, wheren;, n; € V andn; # n;).
AsetD C V of vertices in a graplir is called adominating se{DS) if every vertexq; € V' is
either an element db or is adjacent to an element bf[24]. If the graph induced by the nodes
in D is connected, we havecannected dominating s6EDS). The problem of computing the
minimum cardinality DS or CDS of any arbitrary graph is known to be NP-complete [19].

A variety of conditions may be imposed on the dominating/3eh a graphG =
(V, E). Among them, there amaultiple dominationanddistance dominatiof24]. Multiple
dominationrequires that each vertex in — D be dominated by at leastvertices inD for
a fixed positive integek. The minimum cardinality of the dominating sBtis called thek-
domination numbeand is denoted by (G). Distance dominatiomequires that each vertex
in V' — D be within distance of at least one vertex ifv for a fixed positive integer. In this
case, the minimum cardinality of the dominating éeis called thedistance-r domination
number and is denoted by<, (G).

Henning et al. [26] have presented some bounds oditance-r domination num-
ber v<,(G). They show that, for an integer> 1, if graphG is a connected graph of order
n > r+ 1, theny<,(G) < 7+ An algorithm that computes distance-r dominating set
within the established bounds is also presented.

The (k,r)-DS problem is defined [31] as the problem of selecting a minimum car-

7



Figure 1.2 Dominating seexamples (gray nodes ageminating: (A) (1,2)-DS, dominated nodes
areat mosttwo hops fromat leastone dominating node. (B, 2)-DS, dominated nodes asg most
two hops fromat leasttwo dominating nodes.

dinality vertex setD of a graphG = (V, E), such that every vertexnot in D is at a distance
smaller than or equal tofrom at least vertices inD. The problem of computing @&, r)-DS
of minimum cardinality for arbitrary graphs is also NP-complete [31]. Figure 1.2 shows some
(k,r)-DS examples.

Joshi et al. [31] have provided centralized solutions for solving the)-DS prob-
lem ininterval graphs(1G). A graphG is said to be an interval graph if there is a one-to-one
correspondence between a finite set of closed intervals of the real line and the veiitex set
and two vertices, andv are said to be connected if and only if their corresponding intervals
have a nonempty intersection. Even though the solutions presented by Joshi et al. [31] are

optimal, IGs are limited to very simple network topologies.

1.4 Research Contributions and Summary of Results

Chapter 2 summarizes prior work related to the research results reported in this
thesis. Chapter 3 proposes a novel algorithm for improving broadcast operations in MANETS.
The algorithm computes a dynamic source-based dominating set of the network. The solution

is shown to reduce the number of broadcast transmissions necessary to flood the network. To



show its applicability to MANETS, we implemented the algorithm in a simulator as part of
the route discovery process in an on-demand routing protocol. Redundant broadcasts increase
the number of packet collisions, and consequently delay the response for RREQs in the route
discovery process. Because the new protocol significantly reduces the total number of RREQ
transmissions, this translates into an increased delivery ratio, smaller end-to-end delays for
data packets, lower control overhead, and fewer collisions of packets.

Our analysis of the route discovery process in on-demand routing protocols led us
to realize that it could benefit from a particular configuratiorcofinected dominating sets
Most heuristics for distributively computing dominating sets require that nodes learn only
their two-hop neighborhood. When a broadcast protocol based on neighbor information is
used, it is possible to maintain fresh routes to all nodes within two hops, because every node
has the two-hop neighborhood information. In this case, it is not necessary to broadcast the
route reques{RREQ) packet to every node in the network: disseminating it to a connected
dominating set with the property that nodes are at most two-hops from a dominating node
(i.e., atwo-hop connected dominating $8CDS)) is enough.

Chapter 4 presentiiree-hop horizon pruningTHP), which is the first distributed
solution for computing a TCDS of the network. THP is shown to outperform the best existing
heuristics presented in the literature, when a TCDS is preferred over a CDS. We also inte-
grated the algorithm into an on-demand routing protocol for enhancing the route discovery
process. The results of simulation studies indicated that the new approach improves the per-
formance in all aspects for low mobility scenarios. To improve protocol performance in high

mobility scenarios, we introduce enhancements to the basic design, and show that with these



enhancements the protocol outperforms other protocols in all mobility scenarios considered
in the simulations.

The work done on THP motivated the design of a framework using dominating sets
for building flexible hierarchies. Chapter 5 presents our solution, which builds structures that
cover a node in the network with a minimum number of dominating nodes and a maximum
distance to the dominating nodes. In termslomination in graphsthis approach integrates
multiple dominatior(minimum number of dominating nodes) adidtance dominatiofmax-
imum distance to dominating nodes). For example, one could build a structure such that every
node in the network is covered by at leadieaders at mosf hops distant. A structure like
this could be used to support operations with increased redundancy (by increasing the number
of leaders), and an adjustable degree of availability (by setting the maximum distance to the
leaders appropriately). We present the first centralized and distributed solutions to this prob-
lem. The centralized solution, KR, provides an approximation to the optimum solution, which
is known to be NP-Complete, and serves as a lower bound when evaluating the distributed
solution. The distributed solution, DKR, is applicable to MANETS, because it relies on partial
topology information.

Chapter 6 shows an application for the above framework, which consists of a novel
multi-core multicast protocol for MANETSs using DKR for core-election. The dominating
set computed via the distributed algorithm is used for assigning cores. Nodes are equipped
with two interfaces, one for general communication, and the other for communication be-
tween cores and their members. Cores transmit packets to their members on a specific non-

interfering channel via the dedicated interface, and receivers listen in the corresponding chan-
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nel in the same interface. To reach all members with a single transmission, cores transmit
packets with a larger power, such that all member withlrops from the cores can success-
fully receive the packet. Therefore, all packets transmitted by the cores are expected to be
successfully received by the members. The distributed algorithm is shown to perform well for
electing cores, and the new multicast protocol is shown to outperform one of the best known
multicast protocols presented in the literature, pingtocol for unified multicasting through
announcement$UMA) [63].

The algorithms presented in this thesis for computing a CDS of the network can
be applied to any other MANET protocol requiring flooding of control messages. THP can
also be applied to any on-demand routing protocol which is based on the dissemination of
RREQ messages. Likewise, DKR functions as a framework for building a large variety of
hierarchical structures, and can be tailored to the target application (e.g, structures having
multiple access-points to the outside network, and sensor networks with multiple sinks per
sensor). Thus, while we present this work in the context of improving specific protocols,
it is far more general than these case-by-case improvements. The work presented here is
a general purpose toolkit for improving a wide range of coordination protocols in MANETSs
along multiple axes of performance. While we mostly focus on improvements to AODV, other
protocols could benefit from this approach, sucllyasamic source routingDSR) [30], and
on demand multicast routing protoc@DMRP) [33].

Several papers [50-55] based on the above research work have been published or

accepted for publication. Chapter 7 summarizes our contribution.
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Chapter 2

Related Work

The focus of this thesis is on the design and analysis of algorithms to improve the coordination
of nodes in MANETS. Before proceeding to our contributions, this Chapter presents the work
related to our research.

Given that broadcasting of signals is the underlying mechanism for coordination,
Section 2.1 presents the most significant research results on broadcasting in MANETSs. Be-
cause our work can be applied to most routing protocols in MANETS, Section 2.2 presents
a brief review of the most cited routing protocols in the literature. Organization of nodes is
another form of coordination, includirgusteringandtopology controlas the two represen-
tatives. Section 2.3 presents the most significant results regarding these topics. In Section 2.4
we present the work related to core-based multicast routing, because we apply our general

clustering approach to a novel multi-core multicast protocol.
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2.1 Broadcasting in MANETS

Several broadcasting techniques have been proposed, differing among each other
on the heuristics applied to reduce the redundancy on broadcast transmissions. Broadcasting
protocols can be categorized into the following four classes [67]:

Blind flooding[41]: Each node broadcasts a packet to its neighbors whenever it
receives the first copy of a broadcast packet; therefore, all nodes in the network broadcast the
packet exactly once.

Probability-based method81]: A node re-broadcasts a packet with a given proba-
bility p (if p = 1, we have blind flooding).

Area-based method$1]: A node broadcasts a packet based on the information
about its location and the location of its neighbors (e.g., if a node receives the packet from a
neighbor really close to it, probably it will not reach other nodes other than the nodes reached
by the first broadcast).

Neighbor information method86]: In these methods, a node has partial topology
information, which typically consists of the topology within two hops from the node (two-
hop neighborhood). There are two main classes of methods in this categorpeighdor-
designated methaalnode that transmits a packet to be flooded specifies which one-hop neigh-
bors should forward the packet. Irsalf-pruning method node simply broadcasts its packet,
and each neighbor that receives the packet decides whether or not to forward the packet.

Williams and Camp [67] have shown thagighbor informatiormethods are pre-
ferred over other types of broadcast protocols. Between the two classes of neighbor informa-
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tion methods, Lim and Kim [36] show that the simplest form of neighbor-designated algorithm
outperforms the simplest form of self-pruning, and Wu and Dai [68] show that an improved
self-pruning technique outperforms the most efficient neighbor-designated algorithm (both
algorithms based on the two-hop neighborhood information).

Dominating sets play a major role in deciding the forwarding list in neighbor-
designated algorithms. Extensive work has been done on finding good approximations for
computing theminimum cardinalityCDS (MCDS). An algorithm with a constant approxima-
tion of eight has been proposed by Wan et al. [64]. However, their approach requires that a
spanning tree be constructed first in order to select the dominating nodes (forwarding nodes),
and only after the tree has been constructed a broadcast can be performed.

Lim and Kim [36] show that the MCDS problem can be reduced to the problem of
building aminimum cost flooding tre@ICFT). Given that an optimal solution for the MCFT
problem is not feasible, they propose heuristics for flooding trees, resulting in two algorithms:
self-pruninganddominant pruning DP). They show that both algorithms perform better than
blind flooding and that DP outperforms the simplest fornmseff-pruning

DP [36] is a neighbor-designated method (i.e., the sending node decides which ad-
jacent nodes should relay the packet). The forwarding nodes are selected ugreptheset
cover(GSC) algorithm. GSC recursively chooses one-hop neighbors that cover the most two-
hop neighbors, repeating the process until all two-hop neighbors are covered. The identifiers
(IDs) of the selected nodes are piggy-backed in the packet as the forwarding list. A receiving
node that is requested to forward the packet again determines the forwarding list.

Multi-Point Relay(MPR) [14] is another efficient broadcast technique that is simi-
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lar to DP. MPR also applies GSC in the selection of dominating nodes. However, MPR first
chooses as forwarders those candidates that have exclusive coverage of some two-hop neigh-
bor, and only then apply GSC over the remaining nodes. MPR is used for reducing duplicate
transmissions of control packets (i.e., link state information) irGpgmized Link State Rout-

ing (OLSR) protocol [14].

A few enhancements to dominant pruning have been reported recently [37]. Lou
and Wu [37] propose two enhancements to Bf®al dominant pruning TDP), andpartial
dominant prunindPDP). TDP requires that the two-hop neighborhood of the sender be piggy-
backed in the header of the packet. This information reduces the size of the two-hop neighbor
set that needs to be covered by the forwarders. The header size increases proportionally to
the number of nodes in the two-hop neighborhood, which may become a problem in dense
networks. PDP enhances DP by eliminating the two-hop nodes advertised by a neighbor
shared by both the sender and the receiver (forwarder). Simulation results assuming an ideal
MAC layer in which no contention or collisions occur show that both TDP and PDP improve
DP in a static environment. A dynamic scenario is also evaluated, and DP is shown to perform
better than both TDP and PDP.

A general framework for self-pruning has been reported by Wu and Dai [68], who
proposed two approaches for broadcasting through self-pruning, one static and another dy-
namic. In the static approach, a CDS is constructed based on the network topology, but not
relative to any broadcasting. In the dynamic approach, a CDS is constructed for a particular
broadcast, and its result depends on the source and the progress of the broadcast process. For

both approaches, twooverage conditionare presented: Coverage Condition | (CC-I), and

15



Coverage Condition II (CC-II).

In CC-l, a noden; does not broadcast the packet if for any two neighbgrand
ng, there is a path connecting them via several intermediate nodes with either higher priority
values (e.g., node degree, node IDs) than nedeor with visited node status (i.e., the
most recently visited nodes are included in the packet header). In CC-Il, amnades not
broadcast the packet if the node haaerage setwhich is defined as a set of neighbors with
either higher priority values than nods, or with visited node status, such that all two-hop
neighbors of node; are covered by theoverage set

Wu and Dai showed that CC-I performs better than CC-1l when node IDs are used
as priority values, and when node degrees are used as priority values they present similar re-
sults. They also showed that there is a tradeoff between efficiency and overhead, and that CC-I
with two-hop neighborhood information, two-hop routing history, and node degrees as prior-
ity values (referenced as thigaseconfiguration), outperforms the best neighbor-designated
algorithm (i.e., TDP).

Several other existing algorithms (i.e., Rules 1 and 2 [72], Stojmenovic’s algorithm
[56], Rulek [15], Span [10], and LENWB [57]) were shown [68] to be special cases in the
general framework. Simulation results show that the Base configuration outperforms all the
others, but the difference amongst Base, Span, and LENWB is marginal. The neighborhood
size is also analyzed, and it is shown that a neighborhood size larger than three hops does not
add much power to the coverage conditions. In other words, the coverage conditions do not
reduce the average number of forwarding nodes for an increasing size of the neighborhood

information.
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Wu and Dai [69] further analyzed the coverage conditions they reported previously
[68] and showed that several other algorithms can be derived from the generic framework.
The impact of four implementation issues, namely timing (static or dynamic), selection (self-
pruning, neighbor-designated, and hybrid), space (network topology information), and priority
(e.g., node ID, node degree), is analyzed. It is also shown that self-pruning and neighbor-
designated algorithms can be combined together forming hybrid algorithms.

All distributed algorithms that rely on knowledge of the two-hop neighborhood are
prone to error in the presence of mobility. The main reason is that nodes may have inconsistent
information about the neighborhood, compromising network connectivity. Wu and Dai [71]
propose a solution to address the link availability problem using two transmission ranges.
Information about the neighborhood and the set of forwarders is computed using a smaller
radio range. The broadcast process is performed using a larger radio range. The objective is

to give nodes &uffer zonen which they can move without compromising local connectivity.

2.2 Routing in MANETS

In MANETS, routes can be computed proactively (i.e., nodes keep routes to all
nodes in the network, regardless of any data flow), or reactively (i.e., routes are computed as
needed). However, both approaches make use of flooding of control messages; either to search
for a route on demand, or to keep accurate routing information at all times. In this Section, we

present the most representative routing protocols in each of these two categories.
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2.2.1 Proactive Routing

Ogier et al. [42] proposed thtepology broadcast reverse path forwardi(itBRPF)
protocol. In TBRPF, each node only advertises the part of its network graph used for reach-
ability, which minimizes the number and size of advertisements. Based on the partial graph,
each node runs a modified Dijkstra algorithm to compute a source tree. Each node also has
the option to report additional topology information (up to the full topology). TBRPF applies
an optimized flooding mechanism to reduce the overhead incurred by topology information
dissemination.

Source-tree routingfL8] (STAR) is a link-state protocol that achieves low overhead
by not reporting all link states. Each node constructs a source tree — with the current node as
the source — to each known destination. The node then reports the source tree to neighbors,
which iteratively build source trees and report the trees. This allows each node to build a
connected graph using a subset of edges. STAR has two modes of operationopiirtied
routing approach(ORA), STAR behaves like conventional link state protocols and notifies
neighbors on any change to the source-tree. This allows nodes to select near optimal routes.
In the least-overhead routing approachORA), nodes only send updates when a new des-
tination appears, a known destinations become disconnected, or the source-tree changes in a
way that could potentially cause a loop.

The OLSR protocol [14] introduces several techniques to reduce the overhead as-
sociated with flooding link-state advertisements over a wireless ad hoc network. OLSR uses
three optimizations. The key concept of OLSR is the application of MPR for flooding control

traffic over the network. Each nodg;, selects MPRs from its 1-hop neighbor set. Node
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X is called aselectorof nodes in the MPR set because nodéhas selected those nodes as

its MPRs. The first optimization is that only MPRs forward broadcast control traffic from

its selectors. This reduces the number of redundant broadcast transmissions for flooding the
network. The second optimization is that only MPRs generate link-state advertisements. This
reduces the number of control packets. The third optimization is that an MPR only needs to

generate link-state advertisements for its selectors, not for all 1-hop neighbors.

2.2.2 Reactive Routing

DSR [30] builds complete hop-by-hop routes at each source node. DSR works by
broadcasting a RREQ message over the network and recording the path of the packet. When
a node with a path to the destination receives the request, it can send a route reply along the
reverse route. The reply contains the responding node’s path and records its route back to the
requesting node. Thus, the requesting node has the complete path. As nodes process RREQ
messages and RREP messages, nodes learn paths to other nodes, and store this information in
a local cache. The main disadvantage of this approach is that route entries may become stale
quickly depending on the mobility of nodes. As a consequence, a node may waste time trying
to route through stale paths until the node decide to discard the stale entries.

Like DSR, AODV [45] also makes use of RREQ and RREP messages. The main
difference is that AODV does not use source routing. In order to guarantee loop-freedom, des-
tination sequence number are used to eliminate stale information. When a node transmits an
advertisement, it includes an increasing sequence number for itself. Each routing entry stored

at a node also includes the sequence number the destination attached to the advertisement.

19



This allows nodes to reject stale advertisements. A key element in AODV is that when a node
detects that a route becomes invalid, the node must increment the stored destination sequence
number. It also makes the node immune to receiving stale information already in the network

that the node had previously issued.

2.3 Clustering and Topology Control

Clusteringis the problem of building a hierarchy among nodes [12]. The substruc-
tures that are collapsed in higher levels are catletters Given a graphG = (V, E),
the clustering process initially dividds into a collection of subsetsl;, Vs, ..., V;}, where
V= Ule V1, such that each subsgtinduces a connected subgraphtafor acluster Sub-
sets do not need to be disjoint (i.e., subsets can overlap). In each cluster, at least one node
may represent the cluster, and this node is usually calbhaster-head The network can then
be abstracted such that any cluster-head connects to another cluster-head whenever there is at
least one node in each cluster directly connected to each other.

There are three main approaches for topology control in wireless ad hoc networks.
The first is topology control based geometry structuresised to define a topology for a
network, such as theelative neighborhood graptRNG) [60], gabriel graph(GG) [16], or
f-graph [38]. Topology control based dransmission power contrd8, 40] adjusts the
transmission power on a per node basis. Hierarchical topology control [8] selects a subset
of nodes to form the backbone of the network, and the backbone is usually computed using
some distributed CDS algorithm.
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Topology control based on hierarchies [8,34] and clustering are closely related prob-
lems. While the former defines a rdslckbonef the network (i.e., the backbone forms a CDS
of the network), the latter constructs/amtual backbongi.e., the set of cluster-heads forms a
DS of the network).

The basic requirement for any topology control mechanism is to guarantee that the
topology is connected. That is, any pair of nodes that are connected in the original network
must still be connected in the topology built on top of the network. For clustering, nodes in
a cluster are connected through the cluster-head; and border nodes (i.e., nodes that belong to
two or more clusters, or that have at least one neighbor in a different cluster than its own)
connect clusters to each other.

Clustering based on domination in graphs has been explored extensively. Baker and
Ephremides [4] devised one of the first clustering algorithms based on domination. Chen et
al. [11] exploreindependent dominating sef®S) for computing cluster such that cluster-
heads are at leadt+ 1 hops from each other. However, the use of IDS for clustering is
not recommended when the topology changes, because cluster-head changes may propagate
throughout the network, an effect that has been calledtiaén reaction20].

Max-Min [3] is an election-based distributed solution for i#op DS problem
(i.e., distancel domination), which take®r rounds to complete. Cluster-heads are computed
during the first- rounds, and nodes affiliate to their dominating nodes during the subsequent
r rounds. The authors also show that the problem of computing the minimdrp domi-
nating set is NP-complete for unit-disk graphs [13].

Liang and Hass [35] proposed a distributed algorithm to comgtiiep DS. The
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algorithm is a distributed version &reedy Set CovdGSC), producing dominating sets with
the same cardinality as the centralized solution for this problem. However, their solution
requires ther-hop neighborhood information. In MANETS, keeping information about the

neighborhood becomes more difficult as we increase the distance to the neighbors.

2.4 Core-Based Multicast Routing

Multicast routing protocols can be classified as tree-based and mesh-based. Tree-
based can be further classified as single-source, shortest-path trees and shared, core-based
trees. Core-based trees are more scalable compared to shortest-path trees, but usually present
higher end-to-end delay and poor fault tolerance.

To improve the performance of core-based trees, multiple cores are deployed. Be-
cause more than one core is simultaneously active, the protocol tolerates core failure. The
distribution of cores in the network has a direct impact on the performance, since cores placed
closer to the receivers can reduce the end-to-end delay.

With multiple cores there are twone-to-all designs [74]: senders-to-aJl and
members-to-all In senders-to-ajl senders transmit to all cores, and members join to just
one core (usually the nearest one) miembers-to-ajlsenders select one of the cores to send
their data packets, and members need to join all cores. As fon@ito-oneapproach, each of
the cores must join to at least one other [5]. In this case, senders send to just one of the cores,
and receivers join to just one of the cores.

Senders-to-all has several advantages compared to members-to-all. Both approaches
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use one tree per core, but in members-to-all each tree connects all members, increasing the
routing state in each router. In senders-to-all members decide which core to join, allowing
members to choose the core that better satisfy their requirements (e.g., lower end-to-end de-
lay).

While theone-to-oneapproach combines advantages of the twe-to-alldesigns,
it requires a reachability and maintenance protocol between the cores. Failure between any
two virtually adjacent cores partitions the network.

Core placement has a direct impact on the performance of the protocol. If the num-
ber of cores is fixed, sal cores, then the problem is referredkasenter [19], and is defined
as the problem of locating cores in the network such that the distance from nodes to the
cores is minimized. If the number of cores is not fixed, but the maximum distance to a core,
sayr, is fixed, then the problem is the same as the problem of compdthap dominating
sets(DS) in graphs. Both problems are known to be NP-Complete.

A natural greedy solution to thg, r)-DS problem has been applied faore place-
ment in multicast trees with multiple cores [74]. This solution is intended for wired networks,
and requires knowledge of the entire topology. Performance results show that this approach

reduce the end-to-end delay of multicast data packets.
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Chapter 3

Enhanced Dominant Pruning (EDP)

On-demand route discovery is basedroate reques{RREQ) andoute reply(RREP) mes-
sages (e.g., AODV [45] and DSR [30]). The way in which these messages are handled may
differ among different protocols, but their functionality remains the same: a request is relayed
until it reaches a node with a valid route to the destination or the destination itself, which
triggers a reply message sent back to the originator. Several parameters (such as how long
to keep requests in a cache, timeouts for requests, timeouts for hellos, and the like) are sub-
ject to tuning, and the choices made may result in improvements in the protocol performance.
However, RREQs are propagated using either an unrestricted broadcast or an expanding ring
search [48]. In either case, the resulting flooding operation causes considerable collisions of
packets in wireless networks using contention-based channel access.

We present an approach to reduce the number of broadcast messages at the expense
of having to attach more information in the header of the control packets. We call our proposal

Enhanced Dominant Pruningp0] (EDP), which can be applied to any on-demand routing
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protocol that relies on broadcasting control packets when searching for a route to a given
destination. To show the applicability of EDP to an existing protocol, we have implemented
EDP in AODV. Nodes use hello messages to disseminate their valid one-hop neighbors for
building the two-hop neighborhood, which is the minimum requirement for the connected

dominating set algorithm under consideration.

3.1 Dominant Pruning Review

We use a simple graplis = (V, E), to represent an ad hoc wireless network, where
V represents a set of wireless mobile hosts (nodes)fangpresents a set of edges (links).
The network is seen asumit disk graph[13], i.e., the nodes within the circle around nade
(corresponding to its radio range) are considered its neighbors.

In dominant pruning(DP) [36] the sending node decides which adjacent nodes
should relay the packet. The relaying nodes are selected using a distributed CDS algorithm,
and the identifiers (IDs) of the selected nodes are piggybacked in the packet as the forwarder
list. A receiving node that is requested to forward the packet again determines the forwarder
list. The flooding ends when there is no more relaying nodes.

Nodes keep information about their two-hop neighborhood, which can be obtained
by the nodes exchanging their adjacent node list with their neighbors. DP is a distributed
algorithm that determines a set cover based on the partial knowledge of the two-hop neighbor-
hood. Ideally, the number of forwarding nodes should be minimized to decrease the number
of transmissions. However, the optimal solution is NP-complete and requires that nodes know
the entire topology of the network. DP usesgineedy set covegiGSC) algorithm to determine
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the forwarder list of a packet (i.e., the list of nodes that should forward the packet) based just
on partial knowledge of the network topology. GSC recursively chooses one-hop neighbors
that cover the most two-hop neighbors, repeating the process until all two-hop neighbors are
covered.

The set of nodes within two-hops from nodgis denoted byVi, and the set of
one-hop neighbors of nodg is denoted byV:. If noden; is the source of the broadcast, it de-
termines its forwarder list so that all nodedin= N — Nj receive the packet. The set of for-
warder nodes is denoted B, » = {f1, f2, ..., fm} C Ni, such thankeF},p(lek NU;) =
U;. A forwarder node; € F},, determines its own forwarder list upon receiving the broad-
cast. Noden; does not need to cover the neighbors of nedé.e., N}), because they were
already covered by the previous broadcast. In this dase; Ng — Nf — Nj is the set to be
covered. The sng)P, C N/ is the temporary set cover of nodg. Our solution includes
the set of one-hop neighbors shared by nodesndn; (i.e.,N{ (N N{), in the first part of the
computation of the forwarder list. The final forwarder list is definedgs = F7 , — Fj,p.

The solution presented by Lim and Kim [36] is incorrect, because only nodes in
the subsefV/ — N7 are considered for the computation of the forwarder list, which can lead
to incorrect results for particular topologies. The reason is simple, nodes being shared by the
source and the receiver are still candidates as forwarder nodes, because magehave two-
hop nodes exclusively advertised by some shared node. Because a node knows the sender’s
forwarder list, it can get rid of those nodes that were previously chosen as forwarder nodes by
the sender. It turns out that the resulting forwarder list described in [36] is in fact in the subset

N} — Ni.
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Figure 3.1: Example where original DP fails (node A is the source).

Figure 3.1 shows an example where DP as proposed in [36] fails. Considernode
as the source of the broadcast. Notiselects node® andC' as the forwarder nodes. Note
thatUp = {F, G, H}, but there is no node in the sgb, E} (i.e., N — N{) that can cover
the set{ F, G}. The same can be said foi: = {D, E, J}, where there is no node in the set
{F,G} (i.e., N¢ — N{') that can cover the séiD, E'}.

Our solution guarantees that nodesNitt (| N take part in the selection of the
forwarder nodes oB, and that nodes itv{* () N{ take part in the selection of the forwarder
nodes ofC'. It is just a matter of consistency, even though some nodéﬁy and ianP,
are ruled out of the resulting forwarder list when they were already in the sender’s forwarder

list.
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3.2 Enhanced Dominant Pruning

The objective ofEnhanced Dominant Prunin¢EDP) is to reduce the number of
broadcast packets necessary to flood the network with the same guarantees provided by DP
(after applying the modifications cited previously). In the following, we assume that a neigh-
bor protocol is available to provide the two-hop neighborhood information.

The EDP forwarder listas determined by node; is denoted byF;. We use the
term EDP forwarder listto emphasize that the resulting list might be different from the one
obtained by simply running DP (i.eF}5, ») overU;. The current node is denoted hy, and the
node that sent the packet is denotedlfif the current node is the source of the broadcast, then
S = ()). The sender’s forwarder list is denoted by, and the second-to-previous forwarder
list is denoted byFs.. Fs = 0 if n; is the source of the broadcast. In a similar manner,
Fss = 0if n; is the source of the broadcast or if the serflerthe source. The packet header
must specify the forwarder list and the sender’s forwarder list (the séndethe packet is
obtained from the packet header), but that should not be a problem given that both lists are
expected to be small, because GSC is applied to the two-hop neighborhood.

Figure 3.2 shows the pseudo-code for determinindg=ib® forwarder listF;. LetC
be the set of neighbors of nodg that are also in the sender’s forwarder Iist. Let U N{“
be the set of nodes adjacent to neighbors that are also in the sender’s fom;;;jegr list. These
nodes do not need to be considered when running DP, because they are guaranteed to be
covered by some other forwarder node. Ldie the set of nodes ifis with identifiers larger
than noden;. The set of forwarder nodes af that are reachable through other forwarder
node in the sender’s list (i.e., there is a disjoint two-hop path to ngdbrough another node
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in Fs with a higher priority) is denoted by. The set of neighbors that are already covered

by nodes inFs, (the second-to-previous forwarder node) is denote@by

Figure 3.2 Enhanced Dominant Pruning
Data: n;, Fs, Fsg, U;
Result F;, the forwarder list

begin

1 C+— NN Fs

2 UEP — UZ‘

3 for np € Cdo

4 | Upp < Upp = Nt

5 | Fpp<— DP(Upp)

6 Z— 0

7 for n, € Fs do

8 if ng > n; then

9 L | T—TUf{m)

10 | P20

11 | for ny € F,pdo

12 for n; € T do

13 if n; € N¥ then

14 L | P—P U {m}

15 Q— 10

16 | for ny € Nido

17 for n, € Nf do

18 if n; € Fsg then

19 L | Q— o U{m}

20 E<—FEP—Q—77—‘7:5—‘7:55
end

As in DP, a forwarding node does not need to include in its forwarder list those
neighbors that are also neighbors of the serfdére., Ni (| N7). Because the sendér
already sent the packet to all its neighbors, all the common neighbors between the sender and
the receiver can be excluded from the forwarder list. Neighbors that are also in the sender’s

forwarder listFs (line 1) can have their one-hop nodes removed fign{lines 2 through 4).
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Then DP is run on this reduced set, denoted/By, (line 5).

A node inF}, , that is covered by at least one more nodéineeds to be covered
by just one of these nodes. To select one, we use node identifiers as priorities, and the node
with the largest ID wins. Lines 7 through 9 present the pseudo-code that creates Ihe set
which contains the nodes jfs with identifiers larger than the local nodg The se?P C F},p
has the forwarder nodes that are reachable through another node in the sender’s forwarder list
(lines 10 through 14). That is, there is a disjoint two-hop path to ngde F%,, through
another node itFs with a higher priority. Therefore, a node in the $&tan be excluded from
the forwarder list.

A neighborn; that was previously chosen as a forwarder node by the second to
previous node (i.en;, € Fs.), and neighbors covered by a nodefig,, can be removed from
the forwarder list (lines 15 through 19). A neighbar is covered by some node € Fs, if
n; € Nl’“. Finally, the EDP forwarder lisf; is updated on line 20.

Consider the example shown in Figure 3.3. Nadselects node§B, D, F'} for its
forwarder list. NodeD selects node$E, G} as forwarders, becaudeis the only neighbor
covering node&”, and node~, because it is the only neighbor covering nofl&s J }. NodeG
can be removed from’s forwarder list, because nodeis covered by another forwarder node
with a higher priority (i.e., nodé” € F4, andID(F') > ID(D)). On the other hand, node
F' selects nodé&; as its forwarder node, because nddevins over nodeD. NodeG selects
nodeD as its forwarder, becaude is the only neighbor covering node, but nodeD can be
dismissed because nodeis in the second to previous forwarder list (i.8),€ Fs, = Fa4).

Node B selects nod€’ as its forwarder, because nodeis the only neighbor to cover node
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Figure 3.3 Node A is the source. The knowledge about the second to previous forwardef flst (
allows nodes E and C to exclude each other from their forwarder list, and node G to exclude node D.
Node D reduces the size of its forwarder list by using the information provided by the set

E. NodeC determined” as a forwarder node, becaugas the only neighbor covering node
D. NodeC does not need to include nodgin the forwarder list, because nodeis covered
by a node inF,4. The same happens at nofle which selects nod€’ as a forwarder node
but it is not necessary to include nodein the forwarder list, because nodekis covered by
nodeB. It is important to note that, in order to exclude a neighbor from the forwarder list, it
suffices that the node is covered by other nodg&dn It is not a requirement that the excluded
node be chosen as a forwarder node by the node covering it.

Consider the example illustrated in Figure 3.4. Notes the source of the broad-
cast. Nodes3 andC' are chosen as forwarders. NoBeadoes not need to cover nodgsand
G because they are adjacent to other node (i.e., 6dde the sender’s forwarder list. Given
that, nodeB determines nod® as its forwarder node, which in turn determines né@las
its forwarder node. Nevertheled3,does not need to forward the packet to nétlbecause it
is covered by a previous forwarder node (i.e., néehosen as forwarder node by nodg

and nodeF is adjacent to both nodP and the sendeB. In a similar manner, nod€' does
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Figure 3.4 Node A is the source. Nodes B,C,D,F are the only nodes chosen as forwarders for this
network.

not need to cover nodd3 and E/, because they are adjacent to ndgléhat is in the sender’s
forwarder list.C determines nodé’ as its forwarder node, which in turn determines néde
as a forwarder node. Nodeé does not need to include nodebecause this node is covered

by a previous forwarder node (i.e., noBehat is inA’s forwarder list).

Theorem 1. Given a graphG(V, E), let Tpp be a CDS ofG when applying the algorithm

DP, andTgpp a CDS ofG when applying the algorithm EDP. Thé;pp is equivalent to
TDP-

Proof. Nodes in the sefs, and the sefFs can be excluded without any implication besides
reducing redundancy. Nodes @ were already covered by some other forwarders4p,
therefore they can be omitted. A nodg € P can be disregarded because nogés covered
by some other node;, in the setZ (nodes with higher priority), i.e., all nodes M’ are also

in NlL, orn; € Fr, when there is a node, exclusively covered by, (i.e. n, € N{‘f andn,,

is not a neighbor of any other nodeNy{*). Hence, all nodes covered @y, » are also covered

by Tepp. O
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3.3 Applying EDP to AODV in the Context of Omni-Directional

Antennas

This section addresses the application of EDP to the route discovery process in
AODV (AODV-EDP) in the context of omni-directional antennas. Our neighbor protocol uses
hello packets to disseminate the one-hop neighborhood, which creates a picture of its two-hop
neighborhood at any given node in the network. A hello packet advertises the node’s sequence
number (nySeqNuin the identification of its known neighboraedighbors[), and the corre-
sponding neighbors’ sequence numbegighSeqNum])] We have chosen a hello interval of
1.5s. To reduce the number of broadcast messages, RREQ also advertise the one-hop neigh-
borhood information, working as a hello message. This event reschedules any pending hello
message.

To avoid pruning too many route requests in the presence of mobility and cross-
traffic, we have chosen to implement the neighbor protocol as part of AODV. We extended the
hello mechanism available in AODV to include the information about the one-hop neighbor-
hood in hello messages, and we also rely on the AODV mechanisms for evaluating the link
status to neighbors.

A route request (RREQ) works in a similar way as in AODV. The main difference
being that only forwarders rebroadcast a broadcast packet. The source of a RREQ calculates
its forwarder list using EDP, and broadcasts the packet. Upon receiving a route request, a
forwarder that cannot respond to this request calculates its own forwarder list using the infor-

mation provided in the RREQ packet (i.e., forwarder list, second to previous forwarder list,
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and source node) and broadcast the packet after updating it with its own forwarder list. Even-
tually the request reaches a node with a route to the destination or the destination itself. It is
expected that most of the replies will come from an intermediate node because of the two-hop
neighborhood information.

Because of topology changes, nodes may not have correct two-hop neighborhood
information, which may result in forwarding lists that do not cover all nodes in the neigh-
borhood. However, this is not a major problem, because a node incorrectly excluded from
the forwarder list also receives the request and can respond in the case it has a route to the

destination.

3.3.1 Simulations and Performance Results

To compare AODV with EDP (AODV-EDP) against other protocols, we use traf-
fic and mobility models similar to those previously reported by Perkins et al [46]. We im-
plemented AODV-EDP using the Qualft[1] network simulator, and compare it against
AODV-DP (AODV with Dominant Pruning, AODV with no hello messages and witty
hello timers, and OLSR. We have chosen AODV and OLSR because they represent some
of the most referenced reactive and proactive unicast routing protocols for wireless ad hoc

networks.

Simulation Parameters

The network is composed 6f) nodes spread over an areal60)0m x 300m. The

radio model used is2M bps IEEE802.11 device with a nominal transmission range286m.
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Initially nodes are placed uniformly over a grid. Nodes move according to the random way-
point model with velocities betwedhand20m /s. Seven pause times are testéd:(always
moving),50s, 100s, 300s, 500s, 700s, and900s.

For traffic sources we us¥ source nodes transmittingpackets/s of 512 bytes,
making it a total of120 data packets being injected into the network every second. Nodes
begin transmitting at0s plus an offset uniformly chosen overa period to avoid synchro-
nization in their initial transmission. Source and destination pairs are chosen uniformly among
the nodes in the network. The simulation time is se®d0 seconds, and identical mobility
and traffic scenarios are used across protocols.

Experiments are repeated for 10 trials with different random number seeds. Results
present 5% confidence interval. Each data point represents the mean over the 10 runs
discarding the lowest and largest results (quantile of one).

Four performance metrics are evaluated:

e Packet delivery ratipthe ratio of the data packets delivered to the destination to those

generated by the CBR sources.

e Average end-to-end delégr data packets, including all possible delays caused by route
discovery latency, queuing at the interface, retransmission delays at the MAC layer, and

propagation and transfer times.

e Routing loadthe number of routing packets transmitted per data packet delivered to the

destination, where each hop traversed by the packet is counted as one transmission.

¢ MAC collisions the number of collisions detected at the MAC layer.
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Results

We show that AODV-EDP outperforms the other protocols in most of the perfor-
mance metrics. OLSR performs better than AODV-EDP in terms of routing load and the
number of MAC collisions (a difference of abol% less collisions). However, we have to
analyze these results together with the other metrics.

For example, a lower end-to-end delay might be resulting from a large sample of
packets delivered through the shortest connections, and the total number of packets delivered
could be a way smaller than for other protocols, giving us a wrong impression about the whole
picture. Besides that, we do not expect improvements for all the metrics analyzed because
there is always a trade-off between improvements in one aspect and losses in some others.

Figure 3.5 shows the packet delivery ratio. AODV-EDP presents an almost constant
packet delivery ratio for all pause times. As the network becomes more static, the proactive
approach of OLSR starts to payoff and it performs better than standard AODV, but AODV-
EDP has a higher delivery ratio for all the pause times. AODV-DP shows that DP alone can
improve AODV; however, it also shows that there is room for more improvement (i.e., there
is some more redundancy that can be eliminated). OLSR performs better than AODV-DP for
large pause times (aftéf0s pause time).

As pointed out by Perkins et al [46], the possibility of link failures is low with
low mobility, but due to the node movement model (random way-point) nodes usually get
clustered. This situation is responsible for congestion in those regions in the presence of high
traffic. This causes the link layer to report link failures even though the nodes are relatively

static and a physical link still exists between the nodes. This is observed on Figure 3.5, where
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Figure 3.5 Packet delivery ratio for 50 nodes and 30 flows (120 packets/s)

we notice a decreasing on the packet delivery ratio for some larger pause times.

Figure 3.6 shows the average end-to-end delay. AODV-EDP presents an almost
constant mean latency, and is always the best for all pause times. Together with the packet
delivery ratio, these results show that besides delivering more packets AODV-EDP delivers
them faster than the other protocols. AODV-DP again shows that DP alone improves AODV,
but OLSR is still better than AODV-DP for large pause times. Clustering of nodes has a direct
impact on the latency as well. Packets spend more time waiting on the queues, and usually
need to be retransmitted due to increased congestion.

Figure 3.7 presents the routing load. As expected, AODV-EDP has a lower routing
load in comparison to standard AODV, because it reduces the number of broadcast transmis-
sions. As expected, AODV-DP reduces the control overhead compared to AODV, but not as
much as AODV-EDP. OLSR has the lowest routing load, but at the same time it gets a compa-

rable delivery ratio only when the network is more static. As mobility increases, OLSR does
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End-to-end delay (50 nodes and 30 flows)
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Figure 3.6 End-to-end delay for 50 nodes and 30 flows (120 packets/s)
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Figure 3.7: Routing load for 50 nodes and 30 flows (120 packets/s)

not deliver as many packets as AODV-EDP, and does not improve the end-to-end delay for any

pause time. In another words, less control overhead does not translate in better performance

for the upper layers.

Figure 3.8 shows the number of collisions at the MAC layer. The number of colli-
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MAC collisions (50 nodes and 30 flows)
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Figure 3.8 MAC collisions for 50 nodes and 30 flows (120 packets/s)
sions for standard AODV is noticeable larger than the other protocols, because a node always
responds to the first received RREQ (if the TTL is valid, i.e., greater than zero). Because both
AODV-EDP, AODV-DP, and OLSR reduce the number of necessary broadcasts, it translates
in less collisions. OLSR produces slightly fewer collisions than AODV-EDP. However, these
results when interpreted together with the packet delivery ratio and the end-to-end latency of
both protocols indicate that AODV-EDP incurs a few more collisions because it delivers more
packets.

Because the scenarios we have used to evaluate our approach differ from those pre-
sented in [37], and because we implemented our solution together with a neighbor and routing
protocol, we do not know how our solution compares to TDP and PDP. The relation be-
tween the savings of pruning (too much, or too little) and the degree of broadcast redundancy
achieved, can be different, depending on the physical environment under consideration. If

we take into account that more packets being broadcasted translate into more contention and
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collisions, we could have a different picture, depending on the number of broadcasts that are

avoided.

3.4 Applying EDP to AODV in the Context of Directional Anten-

nas

In addition to applying EDP to reduce the number of nodes that need to propagate
RREQs transmitted on broadcast mode, information regarding prior routes to a destination is
used to unicast RREQs to a region close to the intended destination, so that broadcast RREQs
are postponed as much as possible and occur (if necessary) only close to the destination, rather
than on a network-wide basis [52].

Directional antennas are assumed, which provide higher spatial reuse [29] [66] than
omni-directional antennas for unicast transmission. An advantage of using directional an-
tennas is that they allow a larger number of simultaneous transmissions compared to omni-
directional antennas.

Figure 3.9 presents the pseudo-code for the modified RREQ. A route request

(RREQ) is handled as follows:

¢ If the source of a RREQ does not have any previous knowledge about the route to
the destination or is retrying the RREQ, it calculates its forwarder list using EDP, and

broadcasts the packet (Lines 8, 9, and 14).

e On the other hand, if the source of a RREQ has knowledge about a recently expired
route to the destination, and there is a valid route to the next hop towards the destination

40



Figure 3.9 RREQ Algorithm
Data: n;, destinationD, Fs, Fs., U;
Result Unicast the RREQ, or Broadcast the RREQ
begin
if recently expired route t& and not retryingthen
NextHop «— previous_next Hop(D)
if validRoute(NextHop) then
L result «— Unicast

else
L result «—— Broadcast

o g A W NP

else
8 L result «— Broadcast

9 .7-'1-<—EDP(nZ-,.7:5,.7:55,Ui)
10 Update RREQ packet witlt;

~

11 if result == Unicast then
12 | Unicast the RREQ packet ezt Hop
13 else
14 | Broadcast the RREQ packet
end

(Lines 2, 3, and 4), the node calculates the forwarder list using EDP (Line 9), but instead
of broadcasting the RREQ packet, the node unicasts the packet to the last known next

hop towards the destination (Line 12).

e Upon receiving a route request, a forwarder that cannot respond to this request calcu-
lates its own forwarder list using the information provided in the RREQ packet (i.e.,
forwarder list, second to previous forwarder list, and source node) and broadcasts or
unicasts the packet (depending on which one of the two first cases apply) after updating

it with its own forwarder list.

Eventually, the RREQ reaches a node with a route to the destination or the desti-
nation itself. Our approach attempts to reduce the number of collisions and the delay of the

route discovery by unicasting a RREQ towards the region where the destination was previ-
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ously located. The success of this approach depends on how fresh the previous known route
to the destination is, and how fast the destination node is moving out of the previous known
location. If an intermediate node has completely removed any route to the destination, the
RREQ is then broadcasted. The intended effect is to postpone the broadcast of a RREQ to
the region closest to the destination. In the case that the unicast approach fails, or there is no
previous route to the destination, the source broadcasts by default.

Because of topology changes, nodes may not have correct two-hop neighborhood
information, which may result in forwarding lists that do not cover all nodes in the neigh-
borhood. However, this is not a major problem when the request is broadcasted, because a
node incorrectly excluded from the forwarder list may also receive the request and is able to

respond in the case it has a route to the destination.

3.4.1 Simulations and Performance Results

Qualnet™ [1] provides two models for directional antennasvitched beamvith
multiple patterns (circular array with 8 patterns), ateerablevith multiple steerable patterns
(triangular array witht different beam widths). The antenna model is receiver side only due
to the omni-directional MAC protocol. In our simulations we have usedsthigched beam
model for all the simulations and routing protocols. The radio model usedigtas IEEE
802.11 device. Terrain size and radio range are adjusted for each particular scenario.

Traffic sources are continuous bit rate (CBR). Onlg-bytes data packets are used.

The source-destination pairs are chosen randomly among the nodes in the network. Flows

last in average fob0s (following an exponential distribution), unless otherwise mentioned.
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Source nodes keep active flows during all simulation time (new destinations are randomly
selected as needed). Nodes begin transmittirigaplus an offset uniformly chosen over a
5s period to avoid synchronization in their initial transmissions. The simulation time is set to
600 seconds, and identical mobility and traffic scenarios are used for all protocols. Initially
nodes are placed uniformly over a grid. Nodes move according to the random way-point
model with velocities betweehand20m/s. Six pause times are testeik (always moving),
50s, 100s, 300s, 400s, and600s.

Experiments are repeated fay trials with different random-number seeds. Results
present @5% confidence interval. Each data point represents the mean ovéfthes

discarding the lowest and largest results (quantile of one).

50-Node Scenario

The network is composed 6f) nodes spread over an areal600m x 300m. The
radio has a nominal transmission range®m. The network is tested for three traffic mod-

els:

¢ 30 source nodes transmittidgpackets/ s, each flow lasting in averad®s (exponential

distribution).

e 40 source nodes transmittifgpackets/s (flows of 50s as in the previous scenario).

e 30 source nodes transmittingpackets/s, with very short flows (flows lasting in aver-

agel0s and20s).
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In both scenarios, we have a total if0 data packets being injected into the net-
work every second. We show that, in all of the categories, AODV-EDP outperforms the other
protocols. Figures 3.10 and 3.11 summarize the result30fand40 flows, and Figures 3.12
and 3.13 summarize the results 8rsources varying the flow duration.

As pointed out by Perkins et al [46], the possibility of link failures is low with
low mobility, but due to the node movement modeln{dom way-pointnodes usually get
clustered. This situation is responsible for congestion in those regions in the presence of high
traffic. This causes the link layer to report link failures even though the nodes are relatively
static and a physical link still exists between the nodes. This is observed on Figure 3.10(a),
where we notice a decreasing on the packet delivery ratio for some larger pause times.

Figure 3.10(b) shows the average end-to-end delay3foflows. AODV-EDP
presents an almost constant mean latency, and is always the best for all pause times. To-
gether with the packet delivery ratio, these results show that besides delivering more packets
for most of the pause times, AODV-EDP delivers them faster than the other protocols. AODV-
DP again shows that DP alone improves AODV. Clustering of nodes has a direct impact on
the latency as well. Packets spend more time waiting on the queues, and usually need to be
retransmitted due to increased congestion.

Figure 3.11(a) presents the routing load 36rflows. As expected, AODV-EDP has
a lower routing load compared to standard AODV, because it reduces the number of broadcast
transmissions. AODV-DP reduces the control overhead compared to AODV, but not as much

as AODV-EDP.
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Figure 3.10 50 Nodes, 30 and 40 flows: packet delivery ratio and end-to-end delay
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Figure 3.11 50 Nodes, 30 and 40 flows: control overhead and MAC collisions
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Figure 3.11(b) shows the number of collisions at the MAC layeBfbflows. The
number of collisions for standard AODV is noticeable larger than the other protocols, be-
cause a node always respond to the first received RREQ (if the TTL is valid, i.e., greater than
zero). Because both AODV-EDP and AODV-DP reduce the number of necessary broadcasts,
it translates in less collisions.

In this scenario we increase the number of flows but keep the same number of data
packets being injected into the network (each source skpdskets/s). Figure 3.10(a) shows
the packet delivery ratio. AODV-EDP presents an almost constant packet delivery ratio for all
pause times, and it has a higher delivery ratio for all the pause times. The effect of clustering is
noticeable on Figure 3.10(a). This result shows that by increasing the number of flows, more
nodes in the network participate in active communications, what translates in more replies
coming from intermediate nodes during the route discovery process. In these circumstances,
it helps even more when a request can be unicasted instead of broadcasted.

Figure 3.10(b) shows the average end-to-end delayfoflows. AODV-EDP
presents an almost constant mean latency, and is always the best for all pause times. In this sce-
nario AODV-EDP again deliver more packets, and doing it faster than the two other variants.
AODV-DP again shows that DP alone improves AODV. For all the pause times, AODV-DP
presents less than half the latency produced by AODV. On its turn, AODV-EDP reduces even
more the end-to-end delay, having almost all the time half the latency produced by AODV-DP.
The impact of clustering of nodes in the latency of data packets is more noticeable only for

AODV.
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Figure 3.11(a) presents the routing load 46rflows. As expected, there is an in-
crease in the routing load because there are more flows (and destinations) in the network. It
is more noticeable the improvements introduced by both dominant pruning techniques, but
AODV-EDP performs better for all pause times.

Figure 3.11(b) shows the number of collisions at the MAC layerifbflows. Al-
though a larger number of flows, for both AODV-DP and AODV-EDP we notice only a slightly
difference (sometimes even less collisions) compared t@@Hows scenario. But AODV
incurs on more collisions than on the previous scenario. In all situations AODV-EDP outper-
forms the two other variants.

In this set of simulations we play with the flow duration. At any given time, there
are at leasB0 active flows, and every node in the network has a chance to be the source of
at least one session . In fact, because we are dealing with flows of short duration, every node
participates as a sender and as a receiver on several different sessions during the simulation
time. Flows last in averag&)s and20s (exponential distribution). As mentioned before,
flows start at50s of simulation time with a jitter obs. For each flow duration, simulations
are run for the same number of trials as in the previous scenarios.

The results presented in Figures 3.12 and 3.13 show that DP alone improves the
performance of AODV for all pause times and for all flows. But AODV-EDP performs better
than the other two protocols in all situations, and it also presents the smallest variance among
the three protocols. Both AODV-DP and AODV-EDP present an almost constant performance
for all pause times. As expected, we notice again a great reduction on the control overhead

due to the pruning of redundant broadcasts. But we also notice that AODV performs as well
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as the other protocols regarding number of collisions in situations with large pause times and

flows of 20s.

100-Node Scenario

The network is composed @00 nodes spread over an area2@60m = 600m. The
radio has a nominal transmission rang@&¥m. For traffic sources, we have two traffic mod-
els: 40 source nodes transmittirdpackets/s, and60 source nodes transmittirigpackets/s.

In both cases we have a totall®0 data packets being injected into the network every second.
We show that, in most of the categories, AODV-EDP outperforms the other protocols. For all
the metrics evaluated, AODV-EDP presents the smallest variance.

Figure 3.14(a) shows the packet delivery ratio40flows. AODV-EDP presents an
almost constant packet delivery ratio for all pause times, as well as a higher delivery ratio for
all pause times. AODV-DP performs worse than AODV specially in the high mobility scenar-
ios, as the network gets more static the difference between AODV and AODV-DP becomes
very small.

Figure 3.14(b) shows the average end-to-end delayfoflows. AODV-EDP
presents an almost constant mean latency, and is always the best for all pause times. Together
with the packet delivery ratio, these results show that besides delivering more packets, AODV-
EDP delivers them faster than the other protocols. Although AODV-DP performs better than
AODV, AODV-DP delivers less packets than AODV.

Figure 3.15(a) presents the routing load46rflows. As expected, AODV-EDP has

a lower routing load in comparison to standard AODV, but the difference among the protocols
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is a way larger than in th&0 nodes scenario. AODV-DP reduces the control overhead com-
pared to AODV, but not as much as AODV-EDP. AODV-DP shows that DP alone improves
the control overhead, but it does not improve as much as EDP.

Figure 3.15(b) shows the number of collisions at the MAC layerfbflows. As
expected, the number of collisions for standard AODV is noticeable larger than the other
protocols. AODV-EDP incurd to 5 times less collisions than AODV for most of the pause
times, and almost half of the collisions incurred by AODV-DP. AODV-EDP also presents the
smallest variance, and an almost constant number of collisions for all pause times.

Figure 3.14(a) shows the packet delivery ratio 66rflows. AODV-EDP presents
an almost constant packet delivery ratio for all pause times, as well as a higher delivery ratio.
AODV-DP performs worse than AODV but the difference is smaller compared t¢0tHews
scenario.

Figure 3.14(b) shows the average end-to-end delay6foflows. AODV-EDP
presents an almost constant mean latency, and is always the best for all pause times. As
in the previous scenarios, besides delivering more packets, AODV-EDP delivers them faster.
AODV-DP performs better than AODV, but it also delivers slightly less packets than AODV.
As expected, the latency increases compared talhifows scenario, but not as much for
AODV-EDP.

Figure 3.15(a) presents the routing load 60rflows. AODV-DP performs better
than AODV, specially for larger pause times. AODV-EDP is the best again, and when com-
paring the results against tHé flows scenario, we observe that only AODV-EDP does not

increase the control overhead proportionally as observed in the two other protocols.
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Figure 3.15(b) shows the number of collisions at the MAC laye6€dftows. Com-
pared to thet0 flows scenario, AODV increases abdit, the number of collisions, while
both AODV-EDP and AODV-DP increase arouh@s the number of collisions. Both pruning
techniques show to be effective on reducing redundant broadcasts, but EDP outperforms DP

in all aspects.

3.5 Conclusions

We presented an enhanced dominant pruning approach that allows pruning redun-
dant broadcasts even more than the conventional dominant pruning heuristic. Redundant
broadcasts increase the number of packet collisions, and consequently delay the response for
RREQs in the route discovery process. EDP is shown to reduce the number of broadcast trans-
missions when compared to standard DP. Because EDP requires the two-hop neighborhood
to determine the forwarder list, we built a neighbor protocol as part of AODV. By making the
neighbor protocol part of AODV, the result is a more accurate view of the local topology, and
therefore more accurate is the determination of the forwarder list.

In the context of omni-directional antennas, AODV-EDP improves the packet de-
livery ratio for all the pause times tested in th@ nodes and0 flows scenario. The other
protocols (standard AODV and OLSR) deliver fewer packets than AODV-EDP (the only ex-
ception is at900s when OLSR has the same delivery ratio as AODV-EDP). The end-to-end
delay is much better in AODV-EDP, and is less than half of the delays incurred by the other two
protocols. The better delivery ratio and lower latency do not come for free, and AODV-EDP
incurs more normalized routing load than OLSR, but less than standard AODV. The reduction
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of broadcast replicas by AODV-EDP and OLSR translates into a lower number of collisions
at the MAC layer.

In addition to applying EDP to reduce the number of nodes that need to propagate
RREQs transmitted on broadcast mode, information regarding prior routes to a destination is
used to unicast RREQs to a region close to the intended destination, so that broadcast RREQs
are postponed as much as possible and occur (if necessary) only close to the destination,
rather than on a network-wide basis. Directional antennas are assumed, which provide higher
spatial reuse than omni-directional antennas for unicast transmission. In this context, we
show through extensive simulation results that AODV-EDP improves the performance in all
aspects (i.e., the four metrics chosen) for all the pause times ia0Hm®de and the 00-
node scenarios. The other protocols (standard AODV and AODV-DP) deliver fewer packets
than AODV-EDP. AODV-EDP not only delivers more packets, but it does it faster than the
other protocols. AODV-EDP also presents the smallest variance among the protocols, and
almost constant results for all the metrics considered in the simulations (with some exceptions

because of clustering of nodes due to the mobility model).
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Chapter 4

Improving On-Demand Routing with

Two-Hop Connected Dominating Sets

We introduce thehree-hop horizon pruningTHP) [51, 53, 54] algorithm to make broadcast
operations more efficient in ad hoc networks using contention-based MAC protocols. THP
builds atwo-hop connected dominating §8iICDS) of the network, which is a set of nodes
such that every node in the network is withimo hops from some node in the dominating

set. Efficiency of broadcast operations is attained by implementing forwarding schemes that
take advantage of a TCDS. More specifically, every node provides its one-hop neighbors with
a list specifying one or more tuples, each with the identifier of a one-hop neighbor and a bit
indicating if that neighbor dominatesytwo-hop neighbor. To forward a broadcast packet, a
node tries to obtain the smallest subsefarfvarders which are one-hop neighbors that use
some of the node’s two-hop neighbors to reaolinode that is three hops away. After such a

selection of forwarders, the node broadcasts its packet with a header specifying its forwarder
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list, and each forwarder in turn repeats the process.

THP is the first heuristic to take into account three-hop information in the selection
of relay nodes for the broadcasting of packets, while incurring signaling overhead that is
much the same as that of heuristics based on two-hop information. THP is also the first
neighbor-designated algorithm for computing a TCDS. The one-hop neighbor list and the
one-hop dominating listommunicated to a node by its one-hop neighbors provide the node
with a three-hop horizon of how a broadcast message can be propagated to nodes that are three
hops away, even though they are unknown.

When a broadcast protocol based on neighbor information is used it is possible
to maintain fresh routes to all nodes within two hops, because every node has the two-hop
neighborhood information. For example, in on-demand routing protocols (e.gAdtmec
On-demand Distance Vector Protod®ODV) [45]) it is not necessary to broadcast tiogite
request(RREQ) packet to every node in the network: disseminating it to a TCDS of the
network is enough.

THP is shown to improve the performance of networks with low mobility when
it is used for broadcasting of route request (RREQ) messages in AODV. However, because
THP relies on an accurate view of the two-hop neighborhood, high mobility can degrade its
performance considerably.

To address this problem, we propose Haee-hop Horizon Enhanced Pruning
(THEP). Avirtual radio range(VR), shorter than the physical radio range (RR), is used for
gathering information about the local neighborhood (i.e., two-hop neighborhood). Instead of

using two different transmission powers as proposed by Wu and Dai [70], a single transmis-
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sion power is used while still managing to havewdfer zonen which neighbors can move
without compromising network connectivity. Having two transmission powsgks,andt, ...

(with ¢, < tmaz), €an incur additional interference compared to having just one transmis-
sion powert < tq., because the transmit power of each node appears as interference noise
degrading thesignal-to-noise ratidSNR) [9]. In general, the greater the transmit power the
higher the interference to other nodes’ transmissions and receptions.

Upon receiving a broadcast packet, the forwarder list in the packet header is ana-
lyzed together with the current information about the local neighborhood. This is done to find
inconsistencies between the most up-to-aate-hop dominating listnd the one used by the
sender to compute the sender’s forwarder list. Changes in the local topology may have im-
pacted thene-hop dominating listf that is the case, a node may decide to relay a broadcast

packet even though it was not selected as a forwarder by the sender.

4.1 Three-Hop Horizon Pruning (THP)

The most efficient broadcasting algorithms that have been proposed to date prune
unnecessary transmissions using two-hop topology information at each node. Each node se-
lects a subset of one-hop neighbor nodes whose transmissions reach all its two-hop neighbor
nodes. Because every nodes carries out the same type of pruning, a broadcast packet can po-
tentially reach all network nodes using fewer transmissions, depending on the reliability of
the MAC layer.

In DP, the forwarder list is a set of one-hop nodes such that all two-hop nodes are
covered. The approach we use in the Three-Hop Horizon Pruning (THP) algorithm is to make
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the pruning process in DP more efficient by using topology information three hops away from
a given node, while incurring very limited additional signaling overhead in conveying such
information.

The information about the two-hop neighborhood of a node can be disseminated by
means of aneighbor protocothat is independent of the routing protocol, or by periodically
advertising the one-hop neighbor list using HELLO messages as part of the routing protocol.
Without loss of generality, let us assume that nodes use HELLO messages to advertise the
one-hop neighbor lists of nodes.

Based on the one-hop neighbor lists from its one-hop neighbors, each node can
determine which one-hop neighbor it can use to reach any two-hop neighbor. Hence, node
n; could derive aone-hop dominating IistD{_hop, by running standard DP over the two-hop
neighborhood as if node; were the source (for notation refer to the List of Notations).

In addition to informing its one-hop neighbors about its one-hop neighbor list, node
n; also communicates itsne-hop dominating IisD{_hopto its one-hop neighbors. To reduce
the space required for this additional information, éme-hop dominating liss encoded in
a bit-map format. Because a node lists all its one-hop neighbors in its HELLO message, and
because thene-hop dominating liss a subset of the one-hop nodes (ilé{Lhop C N{), it
suffices to signal (i.e., one bit per node) which neighboroaehop dominating nodes

The one-hop neighbor list and tbaee-hop dominating listommunicated to a node
by its one-hop neighbors provides the node wittheee-hop horizorof how a broadcast

message can be propagated to nodes that are three hops away, even though they are unknown.

For noden;, the set of allD?

1-hop fOT @ll 5 € N7, contain the set of two-hop nodes covering
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Figure 4.1: Network example: (A) Node knows its two-hop neighborhood, and thee-hop domi-
nating nodesi.e., D1.nop) Selected by each one-hop neighbor. A subset of nodes@‘gjr@w D{_hop
(i.e.,{g, h,1,j}) cover all nodes in the three-hop neighborhood of nedgB—F) show the network
from the point of view of each neighbor of nodeand how eactD1.nep list is obtained via DP.

all three-hop nodes of node. Figure 4.1 (A) shows an example network. Nad&nows

its two-hop neighborhood, and also thee-hop dominating lishdvertised by each one-hop
neighbor (along with the one-hop neighbor list). Figure 4.1 (B through F) show the network
from the point of view of each one-hop neighbor of nagend how they get to thene-hop
dominating list(i.e., D1.nop) by running DP. Excluding nodeitself and its one-hop neighbors,
the list of nodes from aIDl hopfor alln; € N{ is reduced td g, h, 4, j }, and we can see that

all three-hop nodes of nodeare covered by these set of nodes.
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Instead of simply using the two-hop neighbor coverage as the main criteria for se-
lecting forwarders as is done in standard DP, THP uses the advertised neighist®p
dominating list(i.e., D1.nop) to compute which one-hop neighbors have forwarders other than
nodes inN? + n; (i.e., nodes other than the node itself and its one-hop neighbors). Figure 4.3
presents the pseudo-code for THP (for notation refer to List of Notations}: betthe list of
nodes to be considered as candidates for forwarders. One-hop neighbors of theSséader
not need to be taken into account (line 1), because the sender already did it. For all candidates
to forwardersn;, € C, the list of nodes to be covered (i.e., 84k]) is built. From the list
D’f_hop, only nodes that are not one-hop neighbors of the current mgdand are not node;
itself, are included in the lig# k] (lines 2 through 6). The set to be coveréfl,is composed
of all subseté/[k] for all nodesn;, € C. Nodes irt/[k] that are covered (i.e., in another subset
of U or a neighbor of some node @) by another node i@ can be eliminated (lines 7 through
12, and Figure 4.2). For all candidateg € C and for every node,,, € U[k], the algorithm
checks if there is another candidate to forwardee C such that node,, is a neighbor of
noden;. If this is the case, then nodsg,, can be removed from the set covered by nage
(i.e.,U]k]). In other words, if there is some candidatehat is neighboring a node,, (which
may or not be ir/[{]) that is in the set to be covered by candidate negethen noder,,
does not need to be covered by nade given that nodey; being a neighbor of node,, did
choose it a®ne-hop dominating noda has another neighbor covering the nodes covered by
noden,,. In case nodey; did not choose node,,, as aone-hop dominating nodé& may be
the case that node, has another neighbor(s) covering the nodes advertised bymgder

all neighbors of node,,, are also neighbors of nodg. If the setl/[k] becomes empty, then
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@ Candidate’s one-hop dominating node
@ Candidate O Source

Figure 4.2 Nodek does not choose nodeas a forwarder (standard DP, for the hello message). In
Case (a), another node (i.e., neighborcovers all nodes covered byexcluding those nodes covered
by k), plus noden. In Case (b), all nodes covered bgre one-hop neighbors of noéeln any case, it

is safe to remové from U/[j], because nodk covers all nodes covered Byor has other neighbor(s)
covering the nodes covered hy

nodeny is no longer a candidate to forwarder, and can be removed from tlie(8eés 11
and 12). One restriction when eliminating redundancy from thé/set that a noder, must
have all its nodes in the s&fk| checked before proceeding to the next node in thé safter

all nodes inC are processed, the nodes remaining in th€ sk selected as forwarders.

The following theorem proves that THP forms a TCDS in a connected network.

Theorem 2. Given a connected graphi(V, E), the node subséY’, computed using the THP

algorithm, forms a TCDS df.

Proof. By the definition of aone-hop dominating seffor any noden,, in the network, the set
D’f_hop is a subset of nodes 6¥f such that all nodes iV5 are covered. First, we consider
the set of forwarders defined by the soureg, and then from the initial set of forwarders,
F;, we show how the TCDS is constructed. For the source mgdéhe list of candidates

to forwarders, include all the one-hop neighbors of nodg(i.e., N{). Becausey; is the

source,S = (). The setd = ZjeN{-Z/{[j} cover all three-hop nodes of node, because it
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includes all the nodes covering the two-hop neighborhood of all neighbors ofmdde.,

¥ n; € Ni, noden; knowsD{_hop). A nodeny, € U[j], such that nodey, € N{ for node

n; € C (n; # nj), can be excluded froi[;], because nodey, is covered by node;, which

is another valid candidate to forwarder. This assertion holds given that all notig iare
processed before proceeding to the remaining nodé€s(ire., for any nodex; < C, check

this condition for all nodes it/ [;], before proceeding to the next nodg< C). Hence, the

nodes in{ cover all two-hop and three-hop nodes of nade The set of forwardersF;,

is a subset of nodes in the s&tsuch that all nodes it¥ are covered. On their turn, nodes
{nj,,nj,,...,n;j, } € F; compute their sets, excluding the sender (i.e5,= n;), and the one-

hop neighbors shared with the sendzefrf (O N?Y), because these nodes are already considered

by noden; when deriving the sef;. Nodes{n; ,nj,,...,n;,} € F; derive their list of
forwarders, i.e.{F;,, Fj,, ..., Fj,. } (which can be an empty list in case no candidates lead to
three-hop nodes). Each individual se{if;, , 7., ..., F;,, } cover the three-hop neighborhood

of nodes{n;,,n;,, ..., n;,, } respectively. Given that the set of nodes;, , n;,, ..., n;,, } cover

the three-hop nodes of nodg, the joint sets{F;,, F},, ..., Fj,, } cover the four-hop nodes

of noden;. Therefore, the set of forwarders chosen subsequently cover all deg@shops

away from the source, whergis the distance from the forwarder to the source. Because

a forwarder is selected by a previous forwarder, or by the source, the set of forwarders is
connected. Furthermore, because a forwarder checks for neighbors that reach three-hop nodes,
it is guaranteed that, whenever there is at least one three-hop node, a forwarder is selected
among the forwarder’s one-hop neighbors. Because the selection process ends when no more

three-hop nodes can be reached from a forwarder, it is guaranteed that any node in the network

64



is at most two hops from a forwarder. O

Figure 4.3 THP

Data: n; (any given node)S (sender),D’f_hopfor all k € N?
Result F;, the forwarder list
begin
1| Ce— Ni— Ny
/* Select neighbors with one-hop dominating nodes
other than one-hop neighbors and the node
itself */
for np € Cdo
Uk — 0
for n; € Df o, do
L if n; ¢ (Nf + nz) then

o g A~ W N

| Uk] — UTK] + {n}

/* Exclude candidates covered by another

candidate in C */
for n, € C do
for n,, € U[k] do

if 3(n; #ng) €C | nm € Ni then

10 Ulk] — U[k] — n,
11 if U[k] == 0 then
12 | C—C—m

I For every node ng € C, and for every N € ULK],

there is no other n; € C such that n,, € U]l];
therefore, all nodes in C are forwarders. */
13 Fi—C
14 return F;

end

4.1.1 Example of THP Operation

Figure 4.4 depicts an example of applying THP to compute a TCDS, havinganode
as the source. First, lets consider tme-hop dominating listannounced by the neighbors of

nodea: le—hop = {g,h,0,p}, Dﬁ.)—hop = {a,b,h, k}, D pop = {a,p, 0}, DY pop = {a, k,7},
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andD7 p,, = {a,0,w}. Because nodeis the source, all its one hop neighbors are candidates
to be forwarders. We have thatlk] = {h,g}, U[o] = 0, U[p] = {h,b}, U[r] = {w},
andU[s] = {b}. Nodeo is not a candidate, because it does not prowvide-hop dominating
nodesother than one-hop neighbors of nodeor nodeq itself. In other words, node has

no two-hop neighbors other than those reachable throughdisdeighbors or node itself.
Therefore, there is no use to forward the packet toward mod&fter excluding candidates
covered by another candidate to be a forwarder (considering nodésaie processed in
alphabetical order), we obtaité[k] = {g}, U[p] = 0, U[r] = {w}, andU[s] = {b}. Notice
that nodeh is not listed in any of thé/’s list. However, there is at least one node (node
k) in C covering nodé, because a node,, can only be removed from lig{[] if there is
another valid candidate; covering nodez,, (i.e.,n,, € N!). The source’s forwarder list is
then defined as, = {k,r, s}. Now we look at each node i#,. Nodek hasC = {g,h},

Ulg] = 0, andU[h] = {i}. Note that bothp ando are excluded from the s€, because
they are also neighbors of the sender. Based on that, we havé&jthat{h}. Nodes has

C = {b}, andU[b] = {l,t}, which gives usF; = {b}. Noder hasC = {v,w}, U[v] = 0, and
U[w] = 0; hence, it has no forwarders. Notdas no forwarders, because the only candidate,
nodei, has no node irDi_hop = {h} other than nodé itself (i.e.,U[i] = (). For nodeb,

we have a similar situation, where both candidates, nédeslt, lead to no other three-hop

neighbor (i.e.i/[l] = U[t] = 0); hence, it has no forwarder.
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Figure 4.4: Building a TCDS using THP. Everyominatechode is at most two hops frond@minating
node

4.1.2 Efficacy of THP

This section evaluates the efficacy with which THP operates relative to other heuris-
tics, when a TCDS is preferred over a CDS. We compare THP against the best-performing
heuristics reported to date, namely DP, TDP, EDP, MPR, CC-| (2ittop neighborhood
information, 2-hop routing history, and node-degrees as priority values), and an approxima-
tion to the MCDS problem. With the exception of MCDS (which is used as a lower bound
for comparison purpose), all the other algorithms require the information about the two-hop
neighborhood of nodes.

There is a clear trade-off between efficiency and reliability; that is, fewer nodes
broadcasting reduces contention and collision of packets, but it may also reduce the chances
of all nodes in the network receiving the broadcast packet. Therefore, the reliability of the
MAC protocol is expected to affect the performance of any such broadcasting algorithms.

To focus on the efficiency of the heuristics themselves, we use a customized simulator and
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Figure 4.5 DP (a) versus MPR (b)

assume aideal MAC protocol with which no collisions can occur. This is the same approach
adopted in [15, 37,68, 69] to compare the efficacy of heuristics.

DP is a distributed algorithm that determines a set cover based on the knowledge
of the two-hop neighborhood. DP uses tireedy set cove{GSC) algorithm to compute the
forwarder list of a packet. GSC recursively chooses one-hop neighbors that cover the most
two-hop neighbors, repeating the process until all two-hop neighbors are covered.

Like DP, MPR also applies GSC in the selection of dominating nodes. However,
MPR first chooses as forwarders those candidates that have exclusive coverage of some two-
hop neighbor, and only then apply GSC over the remaining nodes. Fig. 4.5 shows an example
illustrating the benefits of this approach over standard DP. With standard DR; imoBiy. 4.5
can start choosingnyone of its neighbors, because they all have the same coverage area (i.e.,
two nodes, excluding nodeand the one-hop neighbors @f). Therefore, with standard DP
nodea could choose nodeas a forwarder first, and in this case it would be forced to select its
other two neighbors, because nddis the only neighbor covering node and nodef is the
only neighbor covering nodg¢. In the MPR approach, nodésandd must be selected first,

and in this case nodeis not chosen, because nodeendd cover all the two-hop nodes.
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TDP [37] requires that the two-hop neighborhood of the sender be piggy-backed in
the header of the packet. This information reduces the size of the two-hop neighbor set that
needs to be covered by the forwarders. The header size increases proportionally to the number
of nodes in the two-hop neighborhood, which may become a problem in dense networks.
PDP [37] enhances DP by eliminating the two-hop nodes advertised by a neighbor shared by
both the sender and the receiver (forwarder). EDP [50] requireseitend-to-previouSTP)
forwarder list in addition to the forwarder list, reducing the number of forwarders compared
to DP.

In CC-I (dynamic), a node; does not broadcast the packet if for any two neighbors
n; andny, there is a path connecting them via several intermediate nodes with either higher
priority values (e.g., node degree, node IDs) than ngder with visited node status (i.e., the
h most recently visited nodes are included in the packet header).

Because the MCDS problem is an NP-complete problem, we use an approximation
algorithm as a lower bound for the MCDS problem when comparing against the other algo-
rithms. The algorithm used is based on the solution provided by Guha and Khuller [22]. This
algorithm runs in polynomial time and achieves an approximation factox(éf(d)), where
d is the maximum degree, anfd(d) is the d® harmonic number (i.e.H (d) = Zle 1/3).
Nevertheless, this algorithm is not suitable for wireless ad-hoc networks, because it requires
the knowledge of the whole network topology. The approximation algorithm used in [37] is
not a good approximation because it uses a scanning rule that fails in some circumstances
according to Guha and Khuller [22].

For the simulations, we vary the network size (i.e., number of nodes and terrain
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Table 4.1 Terrain Size (in meters)

# of nodes| Configurationl | Configuratior2
20 499 x 499 400 x 400
30 612 x 612 489 x 489
40 707 x 707 565 x 565
50 790 x 790 632 x 632
60 866 x 866 692 x 692
70 935 x 935 748 x 748
80 999 x 999 800 x 800
90 1060 x 1060 848 x 848
100 1118 x 1118 894 x 894
110 1172 x 1172 938 x 938
120 1224 x 1224 979 x 979
130 1274 x 1274 1019 x 1019
140 1322 x 1322 1058 x 1058
150 1369 x 1369 1095 x 1095
160 1414 x 1414 1131 x 1131
170 1457 x 1457 1166 x 1166
180 1500 x 1500 1200 x 1200
190 1541 x 1541 1232 x 1232
200 1581 x 1581 1264 x 1264

size) and measure the total number of forwarders for flooding the whole network. For each
configuration (i.e., number of nodes and terrain size) we obtain the value for the metrics for
500 arbitrary networks (nodes are randomly placed over the terrain, and connectivity is tested
to ensure that the network is connected). Results represent the average ovérdtiferent
networks. The network size is varied frozd nodes to200 nodes. For the same number

of nodes, we vary the terrain size according to two configurations so that we can test the
algorithms for different node density (see Table 4.1). Configuratibas a node density of

80 nodegkm?, and Configuratior2 has125 nodegkm?. For both configurations the radio
range is set t@50m; consequently we have that nodes in Configurafidrave, in average,

larger node degree than nodes in Configuration
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Table 4.2 THP using DPversusTHP using MPRnumber of forwarders (average standard devia-

tion)
# of nodes| THP using DP (average std) | THP using MPR (average std)
20 2.102+ 0.066 2.094+ 0.066
30 4.356+ 0.085 4.324+ 0.084
40 6.978+ 0.096 6.932+ 0.096
50 9.928+ 0.118 9.888+ 0.116
60 12.884+ 0.127 12.814+ 0.128
70 16.2264+ 0.146 16.15+ 0.145
80 19.4744 0.154 19.44 0.153
90 22.706+ 0.165 22.578+ 0.166
100 26.3+ 0.187 26.198+ 0.184
110 30.104+ 0.188 30.022+ 0.186
120 33.576+ 0.21 33.426+ 0.209
130 37.468+ 0.212 37.344+ 0.209
140 40.882+ 0.23 40.664+ 0.228
150 44.654+ 0.23 44.516+ 0.23
160 48.978+ 0.249 48.826+ 0.248
170 52.438+ 0.249 52.278+ 0.25
180 56.156+ 0.260 55.98+ 0.259
190 60.584+ 0.291 60.306+ 0.293
200 64.256+ 0.304 64.014+ 0.304

Because THP prunes over thae-hop dominating listadvertised by the one-hop
neighbors, computing thene-hop dominating listasing MPR instead of DP does not add
much power to THP. Table 4.2 shows the results for THP (Configuration 1) based on DP and
based on MPR. As we can see, there is a marginal difference bet#ewith DPandTHP

with MPR

Configuration 1

Figure 4.6 presents the total number of forwarders for the six broadcasting algo-

rithms. Because in THP nodes are at most two-hop away from a node in the TCDS, we
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Figure 4.6 Configuration 1: average number of forwarders varying the number of nodes

have situations (e.g., small network siz&&to 50 nodes) where THP produces a TCDS with
smaller number of nodes than a CDS in MCDS. Anyway, MCDS is used as the reference to
the best possible results for calculating the DS (but not feasible because we do not want to
require the nodes in the wireless network to keep fresh information about the whole network
topology). As expected, TDP improves DP for all network sizes, but it is more noticeable for
larger networks (i.e100 nodes or more). EDP and TDP present similar results, with TDP per-
forming slightly better for some network sizes. MPR performs better than DP, TDP, and EDP,
for networks larger than40 nodes. We notice that CC-I starts performing better than TDP
only for larger networks (i.e140 nodes or more). In all circumstances, THP outperforms the

other distributed approaches.
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Figure 4.7: Configuration 2: average number of forwarders varying the number of nodes

Configuration 2

The networks in Configuratio? are denser (i.e., larger node degree) than the net-
works in Configuratiorl. Figure 4.7 shows the average number of forwarders for all broadcast
algorithms. The difference between DP and TDP is more noticeable, because the networks
are denser it pays off to have the two-hop neighborhood of the sender (i.e., in TDP) when cal-
culating the set to be covered. EDP and TDP present similar results, but unlike in the previous
configuration, EDP performs better for networks with more thatnodes. TDP performs
better than CC-I for networks smaller tha20 nodes. MPR starts performing better than DP,
TDP, and EDP, for networks larger thaB0 nodes. But the difference between MPR and the

other DP variants is more noticeable compared to the previous configuration. For all network
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sizes, THP performs better than the other distributed broadcast algorithms. We also notice that
THP performs better than MCDS for networks with or fewer nodes. Once again, this par-
ticular behavior takes place because THP builds a TCDS instead of a CDS, and fewer nodes
exist in the TCDS than in the CDS, especially for dense an small networks. The difference
between THP and CC-I is more accentuated than in Configurationall the network sizes
tested. This shows that the performance improvements attained with THP increases as the

network gets denser.

4.1.3 Using THP for Route Discovery

THP can be applied to any type of broadcast operation that can take advantage
of TCDS. One such operation is the dissemination of route requests (RREQ) in the route
discovery process of on-demand routing protocols. For the purpose of discovering a route
to a destination, it suffices that the RREQ reaches those nodes with a route to the desired
destination. There are two cases to consider in terms of how THP can be used in this context.

If routes to two-hop neighbors are maintained pro-actively, then a node that is one
or two hops away from the destination can reply to the RREQ directly.

On the other hand, if routes to two-hop neighbors are not available pro-actively, then
a RREQ can be propagated in a number of ways once it reaches a node that is two hops away
from the destination. The RREQ can be relayed using the expanding ring search with TTL set
to 2. Alternatively, a node can compute forwarders within the two-hop neighborhood using a
dominating set technique different than THP (e.g., DP).

To study the impact of THP on the route discovery process, we implemented THP
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as the basis for deciding which nodes should broadcast RREQ messages in the route discovery
process of AODV. We named the resulting protocol AODV-THP, and implemente®itiai-

net[1]. To compare AODV-THP against AODV, we use traffic and mobility models similar to
those previously reported for the performance of AODV [46].

To address reliability, we used two versions of AODV-THP. First, AODV-THP im-
plements THP as described previously. Second, we increase the coverage requirement of DP
when computing thene-hop dominating listdvertised in the HELLO messages (i.B1,hop
). Instead of requirin@t least onedominating node (forwarder) per two-hop neighbor, ev-
ery two-hop neighbor is covered Iat least twoforwarders (except when just one one-hop
neighbor covers a two-hop node). This increases the chances that a two-hop neighbor receives
a RREQ. This second variant is referenced as AODV-Tw#e-cover The two variants of
AODV-THP and AODV are tested with HELLO messages sent at a raie aihd2s. For
AODV, we also present results without the use of HELLO messages.

AODV-THP would certainly incur much less overhead if it worked over a MAC
protocol that exchanged the neighbor and forwarder information that we assume is exchanged
as part of the routing protocol itself.

Experiments are repeated ftb trials with different random-number seeds, traffic
endpoints, and topologies. Topology and traffic patterns are fixed using off-line generated
mobility and packet generation scripts. This means that all protocols are compared having
identical node mobility and traffic demands. Each data point represents the averagé(of the
trials.

Four performance metrics are evaluated:
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o Packet delivery ratipthe ratio of the data packets delivered to the destination to those

generated by the CBR sources.

e Average end-to-end delégr data packets, including all possible delays caused by route
discovery latency, queuing at the interface, retransmission delays at the MAC layer, and

propagation and transfer times.

e Normalized routing loadthe number of routing packets transmitted per data packet
delivered to the destination, where each hop traversed by the packet is counted as one

transmission.

e MAC collisions the number of collisions detected at the MAC layer.

Table 4.3 presents the set of parameters used in the simulations. The network is
composed ob0 nodes spread over an arealdD0m = 300m. The radio model used is a
2Mbps IEEE 802.11 device with a nominal transmission range28bm. Traffic sources are
continuous bit rate (CBR). Onlyl 2-bytes data packets are used. The source-destination pairs
are chosen randomly among the nodes in the network. Flows last in aver&ge (tmlowing
an exponential distribution). Source nodes keep active flows during all simulation time (new
destinations are randomly selected as needed). During the simulation time, an average of
580 flows are initiated, and at any given time there are at |Bastctive flows. Nodes begin
transmitting ab0s plus an offset uniformly chosen oveba period to avoid synchronization
in their initial transmissions. The simulation time is seé@0 seconds, and identical mobility
and traffic scenarios are used for all protocols. Nodes are placed uniformly over a grid initially.

Nodes move according to the random way-point model with velocities betivaed20m /s.
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Table 4.3 Set of parameters used in the simulations of AODV-THP

Number of nodes 50

Terrain size 1500m X 300m

Data rate 2 Mbps

Radio range 280m for standard THP, an@50m for enhanced
THP

MAC protocol IEEE802.11

Data traffic, packet size CBR, packets 0§12 bytes

Number of flows, and duration 30 active flows, lasting in average f86s (exponen-
tial distribution); in averagé80 flows are created
during the simulation time.

Mobility model random way-point (velocities betweémnd20m/s)

Pause times 0s (always moving),50s, 100s, 300s, 400s, and
600s (static)

Simulation time 600s

Six pause times are testetk (always moving)50s, 100s, 300s, 400s, and600s.

Figure 4.8 presents the packet delivery ratio results. As expected, AODV-THP does
not perform very well in scenarios with frequent topology changes. One of the main reasons
is that it is more difficult to get an accurate view of the local topology when it changes more
frequently. As we increase the rate of HELLO messages (i.e., AODV-THP: 1s hello), THP
improves its performance because, even though we are introducing more broadcast transmis-
sions, nodes respond to topology changes faster. AODV-THP with HELLOs sent levery
starts performing better than AODV 3@0s pause time. When we increase the DP coverage
from one to two dominating nodes (i.e., AODV-THP: 2 cover), we observe that the extra re-
dundancy benefits the protocol in all situations, but specially for the high mobility scenarios.
Here we can see the trade-off that exists between efficiency and reliability, and its relation with
redundancy in broadcast transmission. For low mobility scenarios, it pays off to take advan-

tage of a more accurate view of the local topology when making decisions about which node
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Figure 4.8 50 nodes, 30 active flows (averages8f) total flows): Packet delivery ratio

should broadcast a packet. For high mobility scenarios, THP usthgaver(i.e., AODV-
THP: 2 cover) increases the delivery ratio by abbfty compared to the worst variant of
THP.

Figure 4.9 presents the average end-to-end delay results. Given that approximately
580 flows are initiated during the simulation time, we observe that the large number of redun-
dant broadcast transmissions (i.e., due to the route discovery process) affect the end-to-end
delay in AODV. As shown previously, THP prunes more redundant broadcast transmissions
than any other localized broadcast algorithm, and we can see here how it reflects in the overall
performance of an on-demand routing protocol. The periodicity of HELLO messages reflect

on the end-to-end delay as well. For THP, nodes keep a more accurate view of the local topol-
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Figure 4.9 50 nodes, 30 flows (average 0 total flows): average end-to-end delay

ogy when HELLO messages are transmitted evaryn this case, more packets are delivered,
but they are also delivered faster. THP w2tboverredundancy (with hellos transmitted every
1s HELLO) presents a slightly larger average delay but it also delivers more packets for all
pause-time values. For AODV, the frequency of HELLO transmissions do not affect much the
end-to-end delay in such a scenario with a large number of flows. Together with the previous
results for the delivery ratio, we can see that the reduction of redundant broadcast transmis-
sions translate in a better and faster response to the route discovery process; consequently,
more packets are delivered at a smaller cost.

Figure 4.10 shows the normalized routing load results (with respect to data packets

delivered at the destination). All the THP variants present a much smaller overhead than
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Figure 4.1Q 50 nodes, 30 flows (average &80 total flows): normalized routing load

AODV, because of the reduction on the number of redundant broadcast transmissions. As for
the impact of the periodicity of HELLO messages, we observe slightly more control overhead
in AODV when HELLO messages are sent evégy compared to the two other variants.
AODV without HELLOSs, performs just slightly better than AODV wi#3s HELLOs in terms

of control overhead, delivery ratio, and end-to-end delay.

Figure 4.11 presents the results for the number of packet collisions. AODV with
and without HELLOs attains similar results, showing that the increase in collisions is not
due to the introduction of HELLO messages. The extra redundancy of RREQ transmissions
is what results in more contention and collisions. As for AODV-THP, we observe that the

periodicity of HELLO messages has a direct impact on the number of collisions, and that is
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Figure 4.11 50 nodes, 30 flows (average &80 total flows): number of MAC collisions

because we reduce significantly the number of redundant broadcast, such that the introduction
of any extra broadcast transmissions (i.e., HELLO messages) reflects in more contention and
collisions in the network. Considering all the previous results, THP is shown to improve
AODV performance in all aspects for scenarios with low mobility (i.e., pause time larger than

100s).

4.2 Three-Hop Horizon Enhanced Pruning (THEP)

Because techniques such as THP rely on an accurate view of the two-hop neighbor-
hood, it is expected not to perform well under high mobility. To tackle this problem, we pro-

pose two enhancements to THP, and name the new algofithhee-Hop Horizon Enhanced
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Pruning(THEP).

Neighbor information is maintained using a virtual radio range (shorter than the
physical radio range): rather than using two different radio ranges (as in [70, 71]), we use
neighbor location, and regard as neighbors only those nodes within virtual radio range.

To cope with changes in the local topology, information provided by the forwarder
list and the freshest information about the local neighborhood are used to decide if the node
should broadcast the packet even though it was not selected as a forwarder by the sender.

With this two enhancements, we expect to address the lack of reliability in the pres-
ence of high mobility. As in the work by Wu and Dai [70, 71], the gap between the virtual
and physical ranges constitutes a buffer zone in which neighbors can move without incurring
loss of connectivity. However, our approach applies just one transmission power, instead of
two different transmission powers [70, 71]. Having two transmission powgts,and, .

(with ¢, < tmaz), €an incur additional interference compared to having just one transmis-
sion powert < t,,q., because the transmit power of each node appears as interference noise
degrading thesignal-to-noise ratiqdSNR) [9]. In general, the greater the transmit power the
higher the interference to other nodes’ transmissions and receptions.

Because we need to know if a node is within virtual radio range, we can either use
node location information (provided by GPS, for instance), or estimate the distance to the node
based on the signal strength of the receiving packet[27]. In the first case, the information about
the node location should be piggy-backed in the HELLO message along with the neighbor list.
The second option is effective, and does not add as much complexity to the system as the first

one. In any case, the exact location of the node is not needed; estimating if a node is within
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Figure 4.12 (a) When computing forwarders, only nodes within virtual radio range (VR) are consid-
ered one-hop neighbors. (b) Even though nedeaoved out virtual range it is still within radio range
(RR). (c,d) Node moves into virtual radio range of node In any previous HELLO message sent by
S, nodeb was not in the advertiseBy ,, list. If after ime¢; nodes receives a broadcast for which it

is not selected as a forwarder, and if no selected forwarder is coveringioeleS will broadcast the
packet anyway.

virtual radio range suffices. For the purpose of simulations, we assume that nodes exchange
their location information using periodic HELLO messages.
Figure 4.12 (a,b) shows an example where a node, first within virtual range (i.e.,

nodea), moves out of virtual range but is still within radio range. In this case, even though
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nodea is no longer a one-hop neighbor for the purpose of forwarding computations, it is still
reachable. Figure 4.12 (c,d) shows an example where a new node (i.eb)modees within
virtual radio range. If nodé later on (i.e., aftet;) receives a broadcast packet for which it is
not listed as a forwarder (i.€S, > Fiender), NOdeS would still broadcast the packet in case
nodeb becomes ane-hop dominating nodend there is no forwarder i, 4. CcOvering
nodeb.

Figure 4.13 shows the pseudo-code for THEP. If a node is listed in the forwarder list
(i.e., Fs, available from the packet header), it means that the node must forward the packet.
If that is not the case, recent modifications to the local topology may have changeukthe
hop dominating listand it may be different from the list used by the sender to compute the
forwarder list. To check that, the node computesdhe-hop dominating listi.e., Di_hop,
advertised in periodic HELLO messages and used to compute the THEP forwarder list). If
there is any node irﬂ)i_hopthat is not covered by at least one forwardefFig, then the node
should relay the packet even though it has not been selected as a forwarder by the sender. In
other words, if there is no forwarder ifis covering anyone-hop dominating nodéhen the
broadcast might not reach the segment of the network connected totie$®p dominating

nodes

4.2.1 Using THEP for Route Discovery

Similarly to AODV-THP, we have applied THEP as the basis for deciding which
nodes should broadcast RREQ messages in AODV. The new protocol is named AODV-THEP,

and it is implemented iQualnet[1]. To address reliability, instead of requiriiag least one
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Figure 4.13 THEP

Data: n;, S (sender),Fs (sender’s forwarder Iist)D’f_hopfor allk € N}
Result F;, the forwarder list (if empty, do not broadcast)

beg

end

in

Broadcast = True

Fie—10

if n; 3 Fs then

Broadcast = False

/* compute the one-hop dominating list using the

most up-to-date neighborhood information */

?L—hop(— DP(NL)

for n, € Djpgpdo

[* If there is any one-hop dominating node that
is not covered by a node in Fs then broadcast
*/
Ifdn; € Fs | ny € Nf Broadcast = True
Break
if Broadcast then
C +— Nll — le
/* Select for each candidate one-hop dominating
nodes other than one-hop neighbors and the node
itself *
for n, € C do
Ulk] — 0

for n; € DY, d0
if n; ¢ (NY + n;) then
L Ulk] —ULK] + {nu}

/* Exclude  one-hop dominating nodes covered by
another candidate in C */
for n,, € C do

for n,, € U[k] do
if 3 (n; #ng) €C | ny € Nt then
Uk — UTK] — nm
L if U[k] == 0 then
L C—C—ny

/* For every node n, € C, and for every nm € U[k],

there is no other n; € C such that n,, € U[l];
therefore, all nodes in C are forwarders. */
L Fi«——C
return F;
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dominating node per two-hop neighbor (when computingotie-hop dominating litevery
two-hop neighbor is covered lay least twaone-hop nodes (if possible). This way, it increases
the chance that a two-hop node receives a RREQ.

Routes to one-hop neighbors are kept as in standard AODV (i.e., nodes within phys-
ical radio range). Upon receiving a HELLO message, nodes update the route to the node
sending the packet. The neighbor list advertised in the HELLO message contains only the
neighbors within virtual radio range, and tii& nop list is also computed using the virtual
neighbor list.

Nodes relaying a RREQ packet, first compute the THEP forwarder list, update the
RREQ header, and only then broadcast the packet. As in standard AODV, eventually the
RREQ reaches a node with a valid route to the destination, or the destination itself (considering
the network is connected). Because fewer nodes relay the same RREQ packet, we expect less
contention and fewer collision of packets, as well as a smaller end-to-end delay, because the

RREQ message propagates faster.

Simulation Results

The network is composed &f) nodes spread over an arealé00m = 300m. The
radio model used is2aM bps IEEE802.11 device with a nominal transmission range66m.
Transmissions are omni-directional, and receptions are directional (this increases spatial reuse
[65]). Traffic sources are continuous bit rate (CBR). Ohlg-bytes data packets are used.
The source-destination pairs are chosen randomly among the nodes in the network. Flows

last for30s in average following an exponential distribution. Source nodes keep active flows
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during the entire simulation time (new destinations are randomly selected as needed). During
the simulation time, an average 880 flows are initiated, and at any given time there are

30 active flows. Nodes begin transmitting #ts plus an offset uniformly chosen oversa

period to avoid synchronization in their initial transmissions. The simulation time is 6ef to
seconds, and identical mobility and traffic scenarios are used for all protocols. Initially nodes
are placed uniformly over a grid. Nodes move according to the random way-point model with
velocities between and20m/s. Six pause times are testetk (always moving)50s, 100s,

300s, 400s, and600s.

Experiments are repeated fob trials with different random number seeds, traffic
endpoints, and topologies. The topology and traffic pattern are fixed using off-line generated
mobility and packet generation scripts. This means that all protocols are compared having
identical node mobility and traffic demands. Each data point represents the averagéof the
trials.

To evaluate the impact of the two enhancements, we run simulations for different
virtual radio ranges. The following list summarizes all variants under consideration: AODV-
THEP 1.0R, with virtual range and radio range the same (this way we can see the impact of the
second enhancement alone); AODV-THEP 0.85R, with virtual range $&0toof the radio
range; AODV-THEP 0.75R, with virtual range sett6% of the radio range; AODV-THP,
AODV with standard THP; and AODV with and without HELLO messages.

Figure 4.14 presents the packet delivery ratio results. As expected, AODV-THP
does not perform very well in scenarios with frequent topology changes. One of the main

reasons is that it is more difficult to get an accurate view of the local topology when it changes
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Figure 4.14 50 nodes, 30 flows: packet delivery ratio

frequently. For static networks, AODV-THP delivers arourid; more packets compared to
AODV. AODV-THEP 1.0R shows the improvement due to the second enhancement by itself.
It shows that it helps to compare any recent changes to the local topology to check if the
sender is using any stale information (i.e., the last advertseehop dominating lighay not

include some newne-hop dominating nofdle&shen computing the list of forwarders (i.€%).
AODV-THEP 1.0R starts performing better than AODV as mobility decreases (i.e. 300m

pause time and on), and it has the best results for static networks. Even though the topology
actually does not change, because of transient link failures, and increased contention, the
second enhancement helps to cope with transient changes to the local topology.

When mobility is present, the two proposed enhancements to THP operating to-

88



1.4 1 1 1 1 1 1 1 1 1 1 1

AODV-THP +——>— : : ‘
AODV-THEP 0.75R -G ; | i N
AODV-THEP 0.85R :--<7--- ; : : !
12 4 AODV-THEP 1R - [J- i L
' AODV - 1s hello +-A-+ ; ; ; o
AODV - no hello --& - ; ; ; ;
% 1A i -
° i
c
S i
(S |
] i
o ‘ ‘ ‘ ‘ ‘
c 0.8 - | | | | | ; -
- : : : : i : ;
© - |
g 7 T T ‘ ! A?
I ‘ I |
= 06 L P w i -
(0] i i P i i
i i P i i
;? T i ! AD ! i
= o | ! P A® P
w04 P | A L i | i
o A Bt N N T
LN N B N
0.2 - I R S S N (e
T N G L IR N A O I R G
{@v@ o >I<JWD SRR SACIR . % E AL Jff Pl
0 T T T T T T
0s 50s 100 s 300 s 400 s 600 s

Pause time (in seconds)

Figure 4.15 50 nodes, 30 flows: average end-to-end delay

gether improve the performance of AODV in all circumstances. The results show that a VR of
0.85RR is better thard).75 R R for the scenarios under consideration. This means that a buffer
zone of0.15R R is enough to reach nodes moving out of the virtual range, and that it is better
to keep more nodes within the VR when computing the forwarder list.

Figure 4.15 presents the average end-to-end delay results. Becausesailmas
are initiated during the simulation time, we observe that the large number of redundant RREQ
transmissions affect the end-to-end delay in AODV. AODV incurs twice to three times as
much delay than any other variant. So, it pays off pruning redundant broadcast transmissions,
because it reduces contention. The two enhancements proved to be effective in reducing delay,

while sustaining a high delivery ratio. The extra control overhead introduced by periodic
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HELLO messages in AODV does not have much impact on the end-to-end delay, because
most of the routing load comes from RREQ transmissions. Together with the previous results
for the delivery ratio, we can see that the reduction of redundant broadcast transmissions
translate in a faster response to the route discovery process, which results in more packets
being delivered at a smaller signaling cost.

Figure 4.16 shows the normalized routing overhead results. All the THEP variants
present a much smaller overhead than AODV, because of the reduction on the number of
redundant broadcast transmissions. As for the impact of the HELLO messages, we observe
slightly more control overhead in AODV when HELLO messages are present. For static
networks, AODV-THP presents the most cost-effective performance; its delivery ratio is the
second, and it has the smallest end-to-end delay and control overhead. On the other hand,
AODV-THEP shows better performance than the other protocols in high mobility scenarios.

Figure 4.17 presents the results for the number of collisions of packets. AODV with
and without HELLOs presents similar results, showing that the introduction of HELLO mes-
sages is not responsible for increasing the number of collision of packets. On the contrary,
the redundancy of RREQ transmissions is the cause for more contention and collisions. For
static networks, AODV-THP presents the best overall performance with the only exception of
a slightly smaller delivery ratio than AODV-THEP 1.0R. With mobility, even though the new
enhancements incur slightly more packet collisions, they do improve the overall performance
of the network by delivering more packets, with smaller delays, and less control overhead.
Because there is a clear trade-off between efficiency and reliability, the two enhancements in-

crease the reliability at the cost of increasing the number of redundant broadcast transmissions
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Figure 4.16 50 nodes, 30 flows: normalized routing overhead

with respect to THP.

4.3 Conclusions

We presented THP, a localized algorithm for computing-hop connected domi-
nating set§TCDS). In a TCDS, all nodes in the network are at most two-hops distant from
some dominating node. We showed how THP can be applied to the route discovery pro-
cess of on-demand routing protocols. The main contributions of THP ardah@HP is
the first heuristic to take into account three-hop information in the selection of relay nodes
for the broadcasting of packets, while incurring signaling overhead that is much the same as

that of heuristics based on two-hop information, adTHP reduces the number of redun-
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Figure 4.17 50 nodes, 30 flows: number of MAC collisions

dant broadcast transmission. We show through extensive simulations that THP outperforms
the best-performing self-pruning and neighbor-designated algorithms known when a TCDS is
preferred over a CDS.

To improve the route discovery process of on demand routing protocols, THP is
implemented in AODV (the new variant is named AODV-THP) as the mechanism for dissem-
inating RREQ messages. The first simulation results show that THP improves, in all aspects,
the performance of AODV in low mobility scenarios. We also show how to increase the relia-
bility of THP (i.e., AODV-THP2 covej by usingdouble coveragistead ofsingle coverage
when computing thene-hop dominating list

To address the lack of reliability in the presence of high mobility, we presented the
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Three-hop Horizon Enhanced PrunifigHEP). First, avirtual radio range(VR), shorter than
the physicatadio range(RR), is used for gathering information about the two-hop neighbor-
hood. Instead of using two different transmission powers, which can incur additional interfer-
ence, we use a single transmission power while still managing to hiawéex zonen which
neighbors can move without compromising network connectivity. Second, upon receiving a
broadcast packet, the forwarder list in the packet header is analyzed together with the cur-
rent information about the local neighborhood. This is done to find inconsistencies between
the most up-to-datene-hop dominating lishnd the one used by the sender to compute the
sender’s forwarder list. Changes in the local topology may have impactesh&bop dom-
inating list If that is the case, a node may decide to relay a broadcast packet even though it
was not selected as a forwarder by the sender.

Extensive simulation results show that AODV-THEP attains better performance than
AODV for all mobility scenarios in terms of delivery ratio, control overhead, packet collision,

and end-to-end delay.
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Chapter 5

Bounded-Distance Multi-Clusterhead

Formation in MANETS

In mobile ad hoc networks (MANETS), hierarchical architectures can be used to prolong the
network’s lifetime [6, 10, 73], attain load balancing [8], and increase network scalability [25,
34]. Clusteringis the problem of building a hierarchy among nodes [12]. The substructures
that are collapsed in higher levels are caltdasters In each cluster, at least one node may
represent the cluster, and this node is usually calletuster-head The network can then
be abstracted such that any cluster-head connects to another cluster-head whenever there is at
least one node in each cluster directly connected to each other.

Clustering usually entails the computation al@minating se{DS) of the network.
The domination problem seeks to determine a minimum number of nbdgslled domi-
nating nodeor cluster-headyg such that any nodéenot in D is adjacent to at least one node

in D. The computation of a DS of minimum cardinality for arbitrary graphs is known to be
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NP-complete [19].

A variety of conditions may be imposed on the dominating set [24]. (Fhe)-DS
problem [31] has been defined as the problem of selecting a minimum cardinality verfex set
of agraphG = (V, E), such that every vertexnot in D is at a distance smaller than or equal
tor (distance dominatiorfrom at least (multiple dominatiohvertices inD. The problem of
computing &k, r)-DS of minimum cardinality for arbitrary graphs is also NP-complete [31].

When selecting dominating nodes, redundancy is achieved by choosing a value for
the parametek greater than one. At the same time, the distance parametkws increas-
ing local availability by reducing the distance to the dominating nodes. Depending on the
requirements, problems that require the computation of a DS can be solved by setting the two
dominating parameters appropriately.

The (k,r)-DS could be applied to solve a large variety of problems, of which we
mention three below.

Hierarchical Routing: By grouping clusters into super-clusters, and so onyan
level hierarchical clustering [32] structure can be built. Some approaches [62] target wired
networks assuming that the predefined hierarchical address of each node reflects its position
within the hierarchy. During the early daysdicket radio network@PRNET’s), hierarchical
routing had been considered for reducing the routing cost and improve the performance of
the network [49]. In MANETS, group mobility is usually assumed when deriving hierarchi-
cal clusters [43, 44]. However, none of the existing solutions address redundancy within the
hierarchical structures. Instead of having just one cluster-head representing a group of nodes,

hierarchies could account for node failures by deploying multiple cluster-heads within each
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sub-structure (i.e., domain). Nodes within the same domain would have alternate access points
when accessing nodes outside their own domain, and adjacent domains could be connected
among each other through alternate paths. Furthermore, load balancing could be explored by
routing packets via alternate paths connecting any pair of nodes.

Core Placement in Shared-Tree Multicastingnstead of deploying just one core
per multicast group (e.g., like iBore Based Tre€l®]), multiple cores can be selected within
regions of variable radius in the network. That is, multicast members have the choice of
joining multiple cores within a maximum distance. More than one core provides a certain
degree of fault-tolerance, and a maximum distance to the cores can reduce the average end-
to-end delay.

Demand-Driven Applications in Sensor NetwofREs Multiple sinks can be dis-
tributed in a sensor network to provide some degree of fault-tolerance, and a maximum dis-
tance from nodes to sinks could support a bounded report delay. Sinks could also be organized
in a multi-level hierarchy, where sinks aggregate data collected from their domain, and trans-
mit it to a higher level sink.

We propose the first centralized and distributed solutions t¢khe)-DS problem
for arbitrary network topologies. The centralized solution provides an approximation to the
optimal solution, and is used as a lower bound when evaluating the performance of the dis-
tributed solution. The distributed solution is applicable to ad hoc networks, given that it relies

on information limited to the neighborhoods of nodes.
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5.1 (k,r)-Dominating Sets: Centralized Solution in Arbitrary

Graphs

The centralized solution presented in this Section, KR, requires that the entire net-
work topology be known. Hence, if the solution were used in a network, the network topology
would have to be broadcast, and the dominating set computed by each node in the network
would be the same for any node.

5.1.1 Description

Any node: is said to be(k, r)—dominated (or simply dominated) if nodéhas at
leastk neighbors within distancein D (for notation refer to the List of Notations).

For the computation of a DS with parametérandr, the Domin value of node
i, i.Domin, is k minus the number of nodes iR within distancer from ¢ if node i is not
covered (or dominated). Once nodeas been dominated, or nodis selected as dominating,
its Domin is set equal to zero, and no longer changes its value.td#a¢ value of node,
i.total, is given byi.total = Zkemm- k.Domin.

A natural greedy solution to thgk, r)-DS problem would be to repeatedly select
as dominatingthe node that covers the most number of uncovered nodes (i.e., nodes not
yet (k,r)-dominated), until all nodes arg, r)-dominated. However, KR applies a differ-
ent greedy approach, and repeatedly selecttoasnatingthe node with the current largest
total value. That is, KR selects a®minatingthe node that covers the most number of nodes
with fewer dominating nodes (it could be the node with the most number of nodes not yet

covered), which is quantified by thetal parameter of any node. This way, any selected node
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i potentially affects theotal value of any node within distan@ from nodei. On the other
hand, in the natural greedy approach, any selected hodly affects the coverage of nodes
when some node in nodés r-hop neighborhood gets:, r)-covered. That is, any selected
nodei reduces by one th®omin value of any node: not yet covered in nodés r-hop
neighborhood, but it does not reduce by more than one unit ngdmverage if no node gets
(k,r)-covered other than nodetself. Formultiple dominatiorone (i.e.x = 1), KR is equiv-
alent to the natural greedy approach (i.e., the first time any ngg¢s covered, itdomin
value becomes zero).

Figure 5.1 presents a pseudo-code for KR. Initiallgmin is set equal té for all
nodes, andotal depends on the number of nodes in thkop neighborhood of each node.
Nodes are inserted intdeapstructure to make the selection of the node with the langést
value easier. At the beginning, all nodes are in ltteap and while there are nodes in the
Heap there are nodes yet to be covered. The node with the largestis selected as the
next dominating node. Once nodés selected, all nodes in itshop neighborhood that are
not yet covered (i.e.Domin > 0), must have theiDomin value recalculated to reflect the
selection of node. Nodes that become covered (i.89min = 0) are removed from the
Heap After this update, nodes in node&2r-hop neighborhood remaining in tihteapmust
have theirtotal value recalculated. Because nodes within distanfrem nodes may have
their Domin value changed, it implies that nodes within distaBedrom s may have their
total value affected as well. After these updates, theip must be sorted, so that the node
with the largestotal can be selected next (ties are broken choosing the node with lowest ID).

This process repeats, until tikeeap is empty.
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Figure 5.1 KR

Data: G = (V,E), k,r
Result D, the(k,r)-DS

begin
D=1
/* Initialize parameters Domin and total

end

foreach: € V do

i.total =k - M,

i.Domin = k

/* Insert 7 in the HEAP (sorted according to
the total parameter). Ties are broken

| Insert(HEAP,1)

[* Select dominating nodes
while HEAP # () do

/* Node with largest total is the next
dominating node
s = First(HEAP)
s.Domin =0
D =Du{s}
/* Update Domin value for each covered node
foreachi e M, ;| i € HEAP do
— —i.Domin
/* If a node becomes dominated remove it from
heap
if i.Domin == 0then
| Remove(HEAP,1)

/* Update total of nodes affected by the
current selection

foreachi € HEAP |i € My, do
i.total =0

foreachj € N,.; do
| i.total = i.total + j.Domin

| Sort(HEAP)

choosing the node with the lowest ID. */

*/

*/

*/

*/

*/

*/
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Aa) [16, 2] = [Total, Domin] (B) 18,11

Figure 5.2 Computing &2,2)—DS of the network with KR.

5.1.2 Example

Figure 5.2 depicts an example of KR computin@a)-DS of the network. Initially
nodes have theibomin parameter set t®, and thetotal parameter is computed depending on
each node’s two-hop neighborhood (Figure 5.2 (A)). Nogdes, 7,8} have the same largest
total, but recall that in KR ties are broken lexicographically; hence, nbdeselected as
dominating. Figure 5.2 (B) shows the network reflecting the selection of #ipded once
again there are several nodes with the same latgest(i.e., nodeg0,1,2,7,8,9}). In this
case, nod@ is selected. After its selection (Figure 5.2 (C)), nofiés3} have the same largest
total. Node6 is then selected, which makes all nodes2)-Covered (Figure 5.2 (D)). If the
natural greedy approach were applied to the same network, then the order of nodes selected

would be{4, 5,0, 2}, increasing the cardinality of the DS by one node.
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5.1.3 Analysis of KR

In this section we show that KR computegkar)-DS of any arbitrary network in

polynomial time, yielding a dominating set of size at mbsin A times the optimal.

Correctness and time complexity

Lets consider an arbitrary gragh = (V, E) of ordern = |V|, represented using
adjacency-lists. The initialization takégn-log n) time, because each node in the graph needs
to have itsDomin andtotal parameters set, after which the node is inserted inHlieA P.
Following the initialization, the selection of dominating nodes takes place. Dominating nodes
are selected from th& EAP. Thewhile loop is executed(n) times. The firsfor loop is
executedD(A) times, and removing a node from tHeE AP takesO(logn), what gives a
O(A -log n) time for this internal loop. The secoffiar loop is also execute@(A) times, and
its internalfor loop is executed (A) times, what gives & (A?) time for the seconébr loop.

Given thatA < n (i.e., A increases as approaches the network diameter, and is at most

whenr = diameter), KR runs inO(n?) time.

Theorem 3. KR correctly computes &k, r)-dominating set of any connected graph =

(V. N).

Proof. Initially all nodes are in théleap While there are nodes in thdeap the node at the
top (i.e., with the largedbtal value) is selected as dominating. A node is also removed from
the Heapwhen itsDomin value is equal to zero (i.e., the nod€(is r)-dominated). Hence,

when theHeapis empty, any node in the graph is eittiér )-dominated or dominating. [
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Approximation ratio

Theorem 4. KR with parametersk and r, yields a dominating set of size at most

k-InA-|OPTpg|, whereOPT pg is an optimal(k, )-dominating set in the graph.

Proof. Let OPT pgs be the set of vertices in an optim@t, )-dominating set. The sets of
vertices of G dominated by vertex € OPT pg is called.S; (assuming that also belongs
to S;). If a vertex is dominated by more thandominating nodes, we arbitrarily put it i

of such sets. The proof is based on amortized analysis. Each time a dominating isode
selected, the operation has castThis cost is equally distributed among all newly covered
vertices indt, ,. We then prove that the total charge on the vertices belonging to% et
anyq) is at mostk - In A. Since there arg) PT pg| sets in the optimal solution, the theorem
follows.

Assume thatV vertices are covered when a nogés selected as dominating. We
charge each suahewlymarked vertexs-, and a vertex can be marked at mbgimes. That
is, while a vertex has been marked less thdimes, it is considered aseewlymarked.

We now prove the upper bound on the total charges to vertices belonging to a single
setS;. At each step, some vertices may get marked. The number of unmarked vertés in
initially g, and finally drops t@. In stepy, the number of vertices marked$f is u; — ;1.

For simplicity, it is assumed that some verticesSpiget marked at each step, decreasing the
number of unmarked vertices.

In the worst case, no two nodes$h are covered together. In this case, during step
j each node irb; can be charged at mo%t. Otherwise, node could be selected, because it

would have covered at leasf nodes. Let,,, = 0 (i.e., at stepn, all nodes inS; have already
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been covered). Adding up all the charges (assuming nodes are charged attmus) we

get:

et m
D3 uo ; ujll(ujl ) (5.1)
< k- f}H(uj_l) ~ H(uy) (5.2)
_ b (H (o) — Hlum) (5.3)
~ k-hnA (5.4)

d
1
(Where H (d) = - =Ind+0(1), H(b) - H(a) > b=e H(0) = 0, and as-
=1
suming the fact thaty < A)

5.2 Distributed Clustering Using (k,r)-Dominating Sets

As discussed previously, ttiistanceand themultiple domination parameters can
be used to define the degree of redundancy for bounded-distance clusters. That is, the two
dominating parameters define the maximum distance from nodes to their cluster-heads, and
the minimum number of cluster-heads per node, respectively.

We propose DKR, which is a distributed algorithm for clustering uging-)-DS.
DKR is well suited for both synchronous and asynchronous networks. In the synchronous
network model, nodes exchange messages in synchronous rounds. In the asynchronous net-
work model, nodes take steps at arbitrary times. Even though there are no rounds in the

asynchronous model, it is possible to simulate rounds [17]. In order to do that, a node tags the
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message with its round number The recipient waits to receive roundmessages from all

its neighbors before transitioning to the next round.

5.2.1 Summary Description

We assume that nodes have unique identifiers (IDs), and that nodes know who their
neighbors are. The latter can be implemented by means of a neighbor protocol with which
nodes exchange hello messages [39], as part of the MAC protocol, or using pételdi©
messages as part of the protocol itself.

Associated with any nodein the network, there is processthat consists of the
following components: A set dcftates which is used for describing the current state of node
i. A message-generation function that specifies any messages that siooleld send and
to whom it should send them, depending on the current state of the system. Optionally, a
list of eventseach of them scheduled to happen at a specific time. A state-transition function
specifying the new state to which nodghould transition for each possible state and messages
received.

The statusof a node reflects its role during tlwusteringprocess. Initially, there
is no established hierarchy among nodes, and the nodes assum&renwnstatus. As the
nodes organize themselves, their status change to reflect their role in a cluster, which can be

one of the following:

e Dominating the node is &luster-head

e Pending Dominatingthe node may becomectuster-head

o Dominated the node haat leastk cluster-heads within distanee
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e Gatewayin addition to beinglominatedthe node connects other nodes to their cluster-

heads.

A round of messages is defined as the successful transmission of a message
any noden to all its one-hop neighbors. If rounds are numbered, a ratisdleemed complete

only after all nodes have sent the messages for raumKR has two phases:

e Phase OngElection Phase): Each node eleétsrodes with smaller IDs (possibly
including the node itself) within distance Elected nodes are justindidates to be
cluster-headsBecause each node has its own set efected nodes within distanee

the sets of elected noddeminateall non-elected nodes in the network.

e Phase Two During this phaseluster-headsre assigned, and nodes are affiliated to

their cluster-heads.

Clearly, there must be at leasinodes in every node’s-hop neighborhood for the
requiredmultiple dominatiorio be satisfied. In the subsequent description of DKR, we assume
that multiple domination can be satisfied at each node.

It is possible that not all nodes elected durifase Onébecomecluster-heads
because some redundant candidates are identified, and pruned. The rationale for choosing
node IDs over node degree for the election process is that elections based on node degree can
result on high turnover of dominating nodes when the topology changes, because the degree

of a node is much more likely to change than the node ID relative to its neighborhood [21].
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Phase One

This phase takesrounds to complete in a static topology. A pseudo-cod®fase
Oneis presented in Figure 5.3. For asynchronous networks, rounds are simulated as described
previously. At the beginning of a new round, a node advertises its li&f ef & smaller ID
nodes. After a number of roundsrounds in a static topology), a noda the network learns
the set ofk nodes with smaller IDs (possibly including the node itself) within distanitem
it. We denote such a set Ly,

An elected node can elect itself or be elected by other nodes. A node that elects itself
is calledproperly-electedf the node is not elected by any other node, and is cakdidelected
if the node is elected by at least one other node. A node that does not elect itself and is elected
by other nodes that are not elected is caleijhbor-electedAfter the election, any node
in the network changes its status as follows: If nogeproperly-elected or self-elected, node
i changes status to pending dominating. Otherwise, nbds status dominated.

Note that aproperly-electechode must become dominating, because there are at
mostk — 1 other elected nodes in node r-hop neighborhood. Because identifying properly-
elected nodes would incur extra overhead, they are implicitly notified of their dominating
status after not hearing from enough dominating nodes within a given period of time.

A neighbor-electedhode: is elected by at least one node, calhitwhich is not
elected and for which nodgis strictly required. That is, there is no self-elected node in
noden’s r-hop neighborhood that could possibly replace négdetherwise, node: would
have elected that self-elected node. Even though in some cases a properly-elected node could

replace node, initially DKR chooses to select all neighbor-elected nodes as cluster-heads.
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Figure 5.3 DKR: Phase OndElection Phase)

states consists of:

i the node ID
k,r the dominating set parameters
D; set of tuples, with each tuple specifying a node ID, the node advertising it (i.e., next-
hop toward the node), and the distance to the nadditially contains only the tuple
{3,1,0}
A set formed from seD;, with each tuple specifying a node ID and its known distance
(i.e., first and third parameter of each tuple fromBé)
H set of all nodes known during the election process
status {unknown, pendinglominating, dominating, dominatgdnitially unknown
rounds an integer, initiallyo
NA set of nodes requirintyeighborhood Advertisemefinitially N A = ().
messages:
if rounds < r then
/* send current list of known K <k known smallest IDs */
L sendA to all neighbors
transitions:

rounds = rounds + 1
M = {set of tuples received from neighb¢rs
foreacht = (domin, dist) € M do

if 3 (a,b,¢) € D; | a == domin, (dist + 1) < cthen

/* found shorter path to some node in set D; */

b = node sending tuple

c=dist+1

update correspondent entry in gét

M =M\ {t}
/* H: all nodes known during the election process */
H=HUM
P=D,UM

D; = {min(k,|P|) smaller IDs inP}

updateA with new setD;

if rounds == r then

[* Election is over! */

if i € D, OR|D;| < k then

if |D;| < k then
/* Not satisfiable! */
status = dominating
/* Must send an NA message during phase two ,

advertising | am a cluster-head */

NA = {i}

else

| status = pendingdominating

D, =0

else

L status = dominated
/* go to  Phase Two */
L DKR: Phase Two
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Figure 5.4: DKR Phase Twostates messagesandevents

states consists of (in addition to states fronphase ong

N set of nodes requiring Notificatiomftially N = )

LA initially True

J set of nodes requiring oin messageifitially N A = ()
messages:

if LA == True then
/* only  dominatednodes send Local Advertisement
if status == dominatedhen
\ Broadcast(LocaIAdvertisementD;)
else
L /* Schedule event for checking dependencies
ScheduleEvent(CheckStatWait Period
| LA =False;
N # 0 then
foreach (target, next_hop) € N do
| Unicast tonext_hop (Notification, target);
N=10
NA # () then
/* Initiating or relaying a neighborhood advertisement
foreachn € NAdo
| Broadcast{NeighborhoodAdvertisement)
L NA=10
J # (@ then
foreachn € J do
[ = get next hop tow from H
L Unicast tol (Join,n);

J=10

=

=

=

events:

caseCheckStatus

L = {validated nodes in seﬂ);}

if status == pendingdominatingthen
if |IL| < k then

status = dominating

else

if any Notification relayed by this nodleen
| status = gateway

else
L status = dominated

status# dominatingthen

=

if |IL| < k then
F=D,NL
[* Chooses k — |L| nearest ones!
L = {k — |L| closest nodes it}

J=LuUL /
Validate entries in_
else
L J=1L

/* not enough dominating nodes within distance

*/

/* send a Join message to all my dominating nodes

*/

*/

*/

*/

*/
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Phase Two

Duringphase twpsome or all nodes elected duriplgase ondecome cluster-heads.
In addition, the rest of the nodes are affiliated to their cluster-heads. A pseudo-code for phase
two is presented in Figures 5.4 and 5.5.

The messages used during this phase are:

Local AdvertisemenLA): A message having the list of nodes elected by the sender,

and the respective next-hop to each one of the elected nodes.

Neighborhood AdvertisemefitA): A message advertising a cluster-head.

Notification A message sent to notify a node that must become cluster-head.

Join: A message sent to notify, or to connect to a given cluster-head.

Because neighbor-elected nodes are not aware of their election, a notification mech-
anism is needed to notify them. Depending on the coverage provided by neighbor-elected
nodes, some self-elected nodes may be ruled out as cluster-heads.

At the beginning ophase twpdominated nodes send to their one-hop neighbors an
LA message containing their elected nodes. Any dominated npdeceeds as follows upon

receiving an LA message:

e Ifnodeiislisted in the advertisement, nodehanges its status to dominating, triggering
an NA message announcing nodas cluster-head to all its-hop neighbors. This is
accomplished by broadcasting the NA message using resthttedfloodingwith the

time-to-live(TTL) field set equal to-.
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e If nodei is not listed in the LA message but is listed as a next hop to any advertised

node, then nodéchanges its status to gateway.

e For any advertised node € LA that is not among the nodes elected by nodee.,
n > D;) it sends a\otificationmessage to node. Upon receiving the notification, if

the notified node is not yet dominating, the node advertises itself via an NA message.

Definition 1. For any nodei, and for alln € DZ noden is deemedralidatedonly upon
the reception of the respective NA message advertising npdtherwise, node: is not yet

validated

Any neighbor-elected node eventually changes its status to dominating, by either
receiving aNotificationmessage originated at some nddeithin distancel < d < r, or by
receiving an LA message from some one-hop neighbor. In any case, once hedemes
dominating, it sends an NA message.

Because an NA message is sent only when a node changes its status to dominating,
nodes receiving an NA message advertising nedenow that it is a cluster-head. When
processing an NA message for nodeany node inserts an entry for node in DZ

A pending dominatingnode: does not become @uster-headf (a) node: hasat
leastk validated dominating nodes within distanceand (b) every noden, which elected

node: duringphase ongis also covered by a set of validated dominating nodes.

Definition 2. Wait Periodis the minimum time required for reaching an agreemerghase

two.

In the worst case, Motificationfor noden is initiated by some neighbarlocated
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r — 1 hops away from node. The correspondent NA message initiated by nedeaches
the most distant neighbors (i.e.hops away from node) afterr successfully transmissions
of message NA. Therefor@yait Period should be larger than the time required #ortrans-
missions of a message. After a period of time equivalenW#it Periodany node: in the
network checks its coverage. If nodés pending dominatingand it does not have enough
validated entries irD;, then node changes status tlominating and sends an NA message.
This means that nodedoes not have enough information for ensuring its own coverage (i.e.,
nodei does not know if it has at leagtdominating nodes within distaneg. Otherwise, any
non-dominatingnodei sends aoin message té nodes fromD; (including the nodes already
validated). If there are more thanvalidated entries id);, nodes chooses the closest ones
(ties are broken choosing the node with smaller ID).

Like a Natification which also serve for assignirgatewayswhile the message is
being routed to its destinatiodpin messages also serve to notify gmgnding dominating
node that is still required as cluster-head. That is, even though gentgng dominatingode
i finds itself covered, there might be some ngdiat still needs nodé (i.e., without node
i, node;j does not have the required number of dominating nodes). WHiténemessage is
being routed to destinatiom, a nodei processing the message does not need to relay it if a
Notification or anotherdoin message, had already been sent to nad8o, we assume that
every node keeps track of recévtificationandJoin messages sent by the node. Aflemn

messages reach their destinations, all regular nodes are connected to their cluster-heads.
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Figure 5.5 DKR Phase Twotransitions

transitions:
M = {message(s) from neighboris)
foreachm € M do
Sender = node that sent message
switch m do
caselLocalAdvertisement
/* local advertisements consist of tuples (a,b,c), where
a=dominating node, b=next hop, and c=distance */
foreach (a, b, c) € m do
if a == ¢ AND statust {dominating OR pendingominating then
status=dominating
NA =NA U {i}
else
if status==dominated AND == i then
| status=gateway
/* If a isnot one of my selections, and I am on the
path to node a, send a notification to a */
if > D; ANDb == i then
n = get next hop ta from setH
if n # Sender then
L N=Nu{(an)}

caseNotification
if target == i then
/* | am being notified */

if status#dominatingthen

status=dominating
NA =NA U {i}
’
| D=0
else
if target> D, then
n = get next hop tdarget from setH
if n # Sender then
if status == dominated then
| status=gateway
if Notification not previously sent target then
| N =NU{(target,n)}
caseJoin

if target # i then
if Join OR Notification not yet sent target then
if status == dominated then
| status=gateway

J=JuU{n}

caseNeighborhoodAdvertisement
a = advertised node
if status # dominatingthen
if a > D] then
/ ’
| D; =D, U{a}

if (distance tan) < r then
/* relay advertisement */
NA =NA U {a}
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5.2.2 Examples

Consider the example presented in Figure 5.6, where nodes are comp(tirj-a
DS of the network. DurindP?hase Onenodes elect the two nodes with smaller IDs in their
3-hop neighborhood (Figure 5.6(A)). Nod&s and15 areself-electedand noded 8 and20
(both elected by nodé0) are neighbor-elected Self-electechodes assume statpgnding
dominating The remaining nodes assume statominatedand send an LA message adver-
tising their list of elected nodes. After receiving the LA message from neigbthonode
18 changes status @ominating and sends an NA message that eventually reaches all nodes
within distance3 from nodel8. Figure 5.6(B) show the status of nodes, and their correspond-
ing validateddominating entries. Besides sending the NA message, h®ddso sends a
Notification to node20. Figure 5.6(C) presents the status of the network after the notification
has reached nod¥). The notification makes nod¥ change its status mominating trigger-
ing an NA message that eventually reaches all neighbors within distdrama node20. After
all affected nodes process this NA message, we notice that all dominated nodes are satisfied,
because each of them ha¥ealidated entries in theib’ lists. Wait Periodshould be set ap-
propriately, so that by the time the evelheckStatubappens all NA messages have already
been delivered and processed. Figure 5.6(D) shows the status of the network after all dom-
inated nodes have sent out théoin messages to their dominating nodes (assumelibiat
messages are grouped together whenever different dominating nodes are reachable through
the same node). In this case, because ndtdend80 have either relayed ldotification or a
Joinmessage, they serve gatewaydor other dominated nodes.

Figure 5.7 presents an example comparing DE&s@ming maximum ID nodes are
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(A) D= {<1o,1o,o>,Phase One: Election (B) Phase Two
<18,50,3>}

= D.= {<18,80,2%]
T '818‘:}:)‘ { 'After node 18
D= {<10,80,3>, D= {<10,80,3>, @ sends an NA msg.
<15,15,1>} @ <15,80,3>} D;n= <18.,80.2%)

D= {<10,50,2>, D= {<18,18,1>,

D5 {<18,80,1%}
<15,20,2>} <20,18,3>}

D5 {<18,18,1%}

D;,= {<15,15,1>, Dl'5= {<18,20,3%}

<18,20,3>}
D,= {<18,50,3%,
(@ _psssosy Phase Two | (D) @ Co503% Phase Two
. Y, - D= {<18,80,2%, Af
D= (<18.80.2% Afrer Notif. Bo) osezs ATerd odes

reaches node 20 DR \'_ . @
80— ® ©9

~ . ¥ D= {<18,18,1%, p-(<18,80,1,
D= {<18,18,1%} D, {<18,80,1%} * <20.20.1%) 20,8039

) v D= {<18,20,3%,
D= {<18,20,3>} <20,20,1%}

A . (v = validated)

D: with each tuple specifying: <selection, next hop, distance>
Pendin, T
O Dominated O Dominating Domilna%ting '..! Gateway

Figure 5.6 Computing a2, 3)-DS of the network

elected, rather than the default minimum) i® Max-Min [3], when computing &1, 3)-DS of

the network. This is the same network example presented in [3]. WtdleMin producest
cluster-heads, DKR produc8s For DKR, nodel00 is aself-electedhode. The other elected
nodes (i.e.f5, 73, and85) are eventually notified, and announce themselves by sending NA
messages. All nodes that have elected ntife(including nodel00 itself) receive at least

one of these NA messages, validating the respective advertised node. This is an indication that
the election process can be improved, producing smaller dominating sets. Simulation results

presented latter corroborate this.
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@ Cluster-head

(a) Max-Min (b) DKR

Figure 5.7: Computing &1, 3)-DS of the network (same network example presented in [3]): (a) Max-
Min, and (b) DKR @éssuming maximum ID nodes are elected, rather than the default minimum ID

5.2.3 Analysis of DKR

To prove the correctness of DKR, we have to show thatsafe(i.e., the algorithm
computes @k, r)-DS of the network), and that it Is/e (i.e., it completes within a finite period

of time).

Lemma 1. Phase onef DKR has time complexity 6f(ndr), wheren is the number of nodes

in the networky is the largest node degree, ands the distance parameter.

Proof. During each round, nodes send messages to all their one-hop neighase one
takesr rounds. Assuming a network af nodes, and that nodes have at mbéhks, phase
oneof DKR requiresO(ndr) messages to complete. Therefore, the time complexiphate

oneis O(ndr). O

Lemma 2. After r rounds ofsuccessfultransmission of messaga, the message is propa-

gated up ta- hops away from the originating node.
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Proof. This can be proved by induction on the distancéom the originating node. The
base case is wheh= 0, and corresponds to the originating node Now consider a node
v at distancer from ny. A neighboru of nodew at distancer — 1 received the message.
Therefore, node sends the message to all neighbors, includingventually node receives

the message. ]

Theorem 5. Phase Onef DKR correctly computes @, r)-DS of any arbitrary connected

graphG = (V, E).

Proof. We assume that nodes know their one-hop neighbors. The system is either synchronous
or asynchronous. In the latter case, rounds are simulated by tagging advertisements with the
round number. By Lemma 2, afterrounds a node ID is propagated at mogiops away.
Because nodes advertise th&ir< k known smaller IDs, after rounds every node € V

learns theK” < k nodes,D,,, with smaller IDs located within distanee Lets assume that

S is the set composed pfoper-electedself-electedand unsatisfiable nodes (i.e., a nade
deemed unsatisfiable iD;| < k), and thatR is the set of satisfiable ngoroper/self-elected

nodes (i.e.R = V —5). It follows that the seD = { U D, + S}isa(k,r)-DSofG. O
neR

Theorem 6. Phase Two of DKR correctly connects dominated nodes feastk dominating

nodesat mostr hops away.

Proof. Atthe beginning ophase twpanydominatedhodei advertises its list of elected nodes,
D;, by locally broadcasting the list via an LA message. Any nodéth statusdominated or
gateway upon receiving an LA message from neighboy changes its status wominating

if the advertisement lists node implying that noden € D;n. In this case, node sends an
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NA message which is then propagated to all nodes within distaficen noden. For every
nodek in the LA message such that > D, a notification is sent to nodeif noden is on

the path to nodé (i.e., for noden the next-hop to nodg is known, and it is notn). If this

is the case, at least one neighbor of nedéas a route to nodk, because nodes are elected
based on the advertisements sent by one-hop neighbors ginasg oneEventually, the LA
message sent by nodereaches all its one-hop neighbors, including the nodes with routes to
the nodes elected by node. A Notification for noden, when necessatry, is issued (initiated
or relayed) just once by any node A dominatednode relaying a notification changes its
status togateway Once aNotificationreaches the destination, if the status of the destination
is notdominating it changes its status twominating and advertises itself sending an NA
message. If any noderelaying an NA messages currently has fewer thamalidated entries

in D;, then an entry with the validated node is insertedD@n After a period of time equal to
Wait Period(starting from the beginning d?hase Twl every node in the network checks
the number ofvalidatedentries inD;. If nodei’s status ispending dominatingand it has

| < k validated entries irD;, then node changes its status @ominating and it sends an
NA message. Otherwise, if nodis status is notlominating it sends aloin message to all

its dominating nodes (validated or not). Any nadesceiving aloin message, for destination

d, does not need to relay the message in case nddal already initiated, or relayedJain

or Notificationmessage to node before. After all theNotification or Join, messages have
reached their destinations, the paths from dominated nodes to their respective dominating
nodes are formed by nodes that are eitth@minatingor gateway Because all nodes must

check their status after a finite period of time (i\Wait Period, and any nordominatingnode
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i must sendloin messages to all idominatingnodes(k, r)-coverage is guaranteed. [

5.3 Performance

Even though KR and DKR compute (&, r)-DS of any arbitrary topology, the
topologies considered for simulations are those of wireless networks (i.e., modelednising
disk graphgq13]). Given that thgk, r)-DS problem is NP-Complete and that KR is the first
known approximation, we use it as a lower bound to assess the performance of the distributed
solution.

To focus on the efficiency of the heuristics themselves, we use a customized simu-
lator for ad hoc networks, and assume an ideal MAC protocol with which no collisions can
occur. This is the same approach adopted in all prior work [15, 37, 68, 69] to compare the
efficacy of heuristics. As discussed previously, DKR works in both synchronous and asyn-
chronous networks. However, for the simulations we assume synchronous networks.

Experiments are repeated fob0 trials with different network topologies, varying
the number of nodes and terrain size. Nodes are randomly placed over the terrain, and con-
nectivity is tested to ensure that the network is connected. The radio range i88@ttoThe
results represent the average overitb@different networks . The network size is varied from
100 nodes td>00 nodes, with increments 6f) nodes. For the same number of nodes, we vary
the terrain size according to two configurations so that we can test the algorithms for different

node density (see Table 5.1 for terrain dimensions). Configuratiosis a node density of

50 7092 and Configuratio2 has100 709¢s

km

To give an idea of the characteristics of the networks being evaluated, Table 5.2
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Table 5.1 Terrain Size (in meters)

# of nodes| Configuration 1| Configuration 2
100 1414 x 1414 1000 x 1000
150 1732 x 1732 1225 x 1225
200 2000 x 2000 1414 x 1414
250 2236 x 2236 1581 x 1581
300 2449 x 2449 1732 x 1732
350 2645 x 2645 1871 x 1871
400 2828 x 2828 2000 x 2000
450 3000 x 3000 2121 x 2121
500 3162 x 3162 2236 x 2236

presents the values for the network diameter (i.e., the largest distance between any pair of
nodes), and the average node degree for all network sizes. These results show that as the
network size increases, so does the network diameter. But it also shows that, in each config-
uration, the average node degree is similar for all network sizes. In Configutatimdes

have almost twice as many neighbors compared to the networks from Configura@orthe

other hand, the network diameter is smaller for networks in Configuratibacause there are

in average twice as many nodes spread over the same area compared to Configuration

Three performance metrics are evaluated:

e Signaling overheadwhich consists of the total number of control packets exchanged
for gathering topology information in a centralized algorithm, or for the execution of

the two phases in the distributed algorithm.

e Total number otluster-headgi.e., dominatingnodes), which is the number ok, r)-

dominating nodes for different configurations.

e Cluster-head sparsenegsshich gives a measure of the efficacy of distributing cluster-
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Table 5.2 Network Diameter and Node Degree (results represent the averaggeoverl00 samples)

Configuration 1 Configuration 2
# of nodes| Diameter | Degree | Diameter | Degree
100 104+0.1 | 78+0.1| 6.24+0.1 | 149+0.1
150 128402 | 814+0.1 | 7.94£0.1 | 15.5£0.1
200 14.74+0.1 | 824+0.1 | 924+0.1 | 16.2+0.1
250 16.5+0.1 | 83+0.1 | 10.24+0.1 | 16.5+0.1
300 181+0.1 | 83+0.1 | 11.34+0.1 | 16.7+0.1
350 194+0.1 | 85+0.1 | 12.24+0.1 | 16.9+0.1
400 20940.2 | 87+0.1 | 13.0+0.1 | 17.1 £0.1
450 21.940.1 | 87+0.1 | 13.8+0.1 | 17.2+£0.1
500 234401 | 87+0.1 | 146+0.1 | 17.3£0.1

heads over the network. It gives the average number of cluster-heads, withlisthe
tanceparameter, per regular node. Results closer tarthkiple dominatiorparameter
means better distribution of cluster-heads. ldeally, regular cluster nodes should have
exactly k cluster-heads within distaneebut this is not a requirement when solving the

(k,r)-DS problem (which stipulatat leastk dominating nodes).

To apply KR, complete topology information must be gathered using reliable flood-
ing of link-state updates. In the distributed algorithm, HELLO messages are used for obtain-
ing the one-hop neighbor information, and control messages are reliably transmitted during
the two phases of DKR.

Figure 5.8 presents th&ignaling overheador Configuration 1 (results for Con-
figuration 2 are omitted because they are similar to Configuration 1). The control overhead
incurred by the centralized algorithm is due only to the dissemination of topology information.
After the nodes have complete topology information, they can compute clusters locally for any

parameters. For the distributed algorithm, the signaling overhead varies mostly due to the dis-
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Figure 5.8 Centralized versus distributegignaling overhead
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Figure 5.9 DKR versusMax-Min, Configurationl: # of cluster-heads
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Figure 5.10 DKR versusMax-Min, Configuratiore: # of cluster-heads

tance parameter. The number of control packets increases as the number of rounds increases;
that is, larger the distance parameter, larger the number of advertisements. To show how the
signaling overhead varies with the distance parameter, results are presented for parameter
varying from1 to 4 when computing &1, r)-DS of the network.

Because DKR discards self-elected nodes whenever possible, in the worst case all
elected nodes beconutuster-heads However, inMax-Min [3] all nodes elected at the end
of the firstr rounds become cluster-heads; but, it is only during the second setooinds
that some of the elected nodes find out about ttleminatingstatus. Besides that, in certain
scenariodMax-Min generates cluster-heads that are on the path between a node and their
elected cluster-heads. In that case, only duringcthvergecastwhich is used to connect
regular nodes to their cluster-heads) that nodes adjust their selections to the closest cluster-

head. To show how DKR reduces the number of cluster-heads compavkaktdin, when
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Figure 5.11 DKR versusMax-Min: cluster-head sparseness

computing(1,r)-DS (recall thaMax-Min computes only-hop dominating sets), we present
simulations for different values of the distance parameter.

Figure 5.9 presents the results for the total number of cluster-heads for Configuration
1, varying the distance parameter frainto 4. And Figure 5.10, presents the results for
Configuration2. For both configurations DKR always selects fewer cluster-heads compared
to Max-Min, meaning that usually sonself-electedhodes are ruled out as cluster-heads.

Figure 5.11 presents tloduster-head sparsenesssults for DKR andviax-Min for
the networks in Configuratioh. DKR not only reduces the total number dfister-heads
but it also distribute them more evenly over the network. Recall that, in DKR, pemaing
dominatingnodes do not become cluster-heads, and regular nodes join the closest elected
nodes.

Figure 5.12 and 5.13 present the results in terms of total numlodusier-heads$or
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Configurationl when computindk, 2)-DS, (k, 3)-DS, and(k, 4)-DS using KR andKR. As
expectedDKR produces more cluster-heads. For dominating distance twor{ke2), both
algorithms behave similarly, presenting a large difference between one dominating node (i.e.,
k = 1) and two-dominating nodes (i.&,= 2). As we increase the distance parameter, fewer
nodes are necessary for the dominating set. In KR, each time a dominating node is selected,
it spans (i.e., dominates) a larger set of nodesDKR, nodes with smaller IDs get elected
by more nodes farther away as the radius of the election incre@€R. produces similar
results for(1,2)-DS and(2, 3)-DS, because the election of one cluster-head in the two-hop
neighborhood of any node increases the chances that, at the end, more elected nodes exist in
the three-hop neighborhood of any node. Results for KR comp@3irg)-DS are similar to
those forDKR computing(2, 3)-DS. Similarly, results for KR computin, 4)-DS are close
to those forDKR computing(2,4)-DS (Figure 5.13. In both cases, it shows that while the
election of nodes is a simple and economic (in terms of overhead) solution, it is shown to
be not as efficient as the centralized solution, because the election does not take into account
the coverage of nodes when selecting dominating nodes. In case any coverage information
should ever be a requirement for the election, this extra information would certainly increase
signaling overhead.

Figure 5.14 presents the results in terms of total numbetuster-head$or Con-
figuration2 using KR andDKR, when computing %, 2)-DS and(k, 3)-DS of the networks.
Both approaches produce in average half the number of cluster-heads compared to the results
for Configurationl. This is expected, because in Configuratioine networks have smaller

diameter, and nodes have almost twice as many neighbors. However, the network diameter
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Figure 5.14 Conf. 2, computing(k, 2)-DS and(k, 3)-DS: # of cluster-heads

does not grow as fast as in the networks from Configuratiofhe diameter increases in aver-
age less than one unit, as the network size is increment&d bgdes (with the exception of
the initial jump from approximatelg.2 to 7.9 (see Table 5.2)). Because the network diameter
grows slower, so does the cardinality of the DS computed.

Figure 5.15 presents the results when computing )-DS for the networks in Con-
figuration2. For networks with200 to 350 nodes, the distributed algorithm performs well
compared to the centralized. Because the distance parameter is larger compared to those from
the previous scenarios, and the network diameter does not grow too much for larger networks,
it seems that, for relatively small diameter networks, as the radius of the election process in-
creases, much more nodes select the same set of dominating nodes, hence reducing the total
number ofcluster-headsln addition to thatself-electedhodes are more likely to be ruled out

as cluster-heads.
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Figure 5.15 Conf. 2, computing(k, 4)-DS: # of cluster-heads

There is a clear trade-off between efficiency, and communication cost. For
MANETS, it pays-off to increase the average number of cluster-heads per cluster, considering
that keeping an accurate view of the entire network topology is not possible, and redundancy
is desirable.

Figures 5.16 and 5.17 presents the results forctbster-head sparsenessetric,
when computindk, 4)-DS for the networks in Configurationand2. Lower values for this
metric indicate a better distribution of cluster-heads over the network. Previously, for the same
scenarios, it was shown that the networks in Configuratiproduce more cluster-heads than
the networks in ConfiguratioR. As expected, theluster-head sparsenegsproves when
fewer nodes are selected as cluster-heads. In addition to that, we must compare these results
to the correspondingultiple dominatiorparameter. That is, as tlutuster-head sparseness

metric approaches thaultiple dominatiorparameter, better the distribution of cluster-heads.
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Sparseness: Configuration 1
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Figure 5.16 Conf.1, computindk, 4)-DS: cluster-head sparseness

Ideally, each node should haexactly £ cluster-heads within distanee but this is not a
requirement for solving thék, )-DS problem, which requirest leastk cluster-heads.

Because more nodes exist in thdwop neighborhoods of the networks in Config-
uration 2, the fewer cluster-heads selected are expected to affect a larger subset of nodes
compared to Configuratioh Since KR is sub-optimal, it outperforms DKR in any situation
under consideration, presenting results for thester-head sparsenessetric closer to the
correspondingnultiple dominatiorparameter. However, in Configurati@r{with denser net-
works, and fewer cluster-heads) the two algorithms present similar results wheniltifge
dominationparameter assume valuegnd2. For larger values of this parameter, the differ-
ence increases, because in Configuralidhe networks have smaller diameter (as shown in

Table 5.2).
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Sparseness: Configuration 2
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5.4 Conclusions

Clusteringis the problem of building a hierarchy among nodes, and usually entails
the computation of dominating se{DS) of the network. Thék, r)-dominating seproblem,
(k,r)-DS, is defined as the problem of selecting a minimum cardinality vertex seoii{
nating nodes, also referred atuster-headsof a graphG = (V, E), such that every vertex
u not in D is at a distance smaller than or equat t@@istancedomination parameter) from
at leastk (multiple domination parameter) vertices in D. When applyigr)-DS for clus-
tering, one can define the degree of redundancy (i.e., minimum numlofrsbér-headper
cluster) for clusters of variable radius (maximum distance from regular cluster members to
their cluster-heads).

We have presented the first centralized and distributed solutions tgtheDS

problem for arbitrary network topologies. The centralized solution, KR, is appropriate for
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wired networks, provides an approximation to the optimal solution, and is used as a lower
bound when evaluating the performance of the distributed solution. The distributed solution,
DKR, computes clusters with variable degree of redundancy, and variable radius. DKR selects
cluster-headshrough an election process. After the election, an approach is used for pruning
redundant cluster-heads, and for connecting regular nodes to their cluster-heads.

We have conducted extensive simulations comparing KR against DKR. As expected,
KR produces fewer cluster-heads than DKR. However, KR incurs too msigcialing over-
head making it not appropriate for MANETs. There is a clear trade-off between efficiency
(i.e., which approach reduces most the numbetlo$ter-heads and communication cost.
While DKR usually produces more cluster-heads per cluster, it does not incur much control

overhead.
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Chapter 6

Multi-Core Multicast Protocol Using

(k,r)-DS

Core placement has a direct impact on the performance of multi-core multicast routing pro-
tocols. The selection of cores could be further extended to include a minimum number of
cores within a maximum distance. In this context, the problem of finding the location of the
cores is similar to computing @&, r)-DS of the network. When selecting cores, redundancy
is achieved by choosing a value for the paramétgreater than one. At the same time, the
distance parameterallows increasing local availability by reducing the distance to the cores.
We present a novel multi-core multicast protocol naroegk hierarchical election
for multicasting in ad hoc networK€HEMA), which uses DKR for the election of cores, and
is designed to work in the context of multiple-channel and multiple-interface.
In CHEMA, each node is equipped with two interfaces. One for general commu-

nication, and the other for communication among cores and their members. Cores transmit
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packets to their members on a specific non-interfering channel via the dedicated interface, and
receivers listen in the corresponding channel in the same interface. To reach all members with
a single transmission, cores transmit packets with a larger power, such that all member within
r-hops from the cores can successfully receive the packet. Therefore, all packets transmitted

by the cores are expected to be successfully received by the members.

6.1 Core Hierarchical Election for Multicasting in Ad Hoc Net-

works (CHEMA)

In this section we proposeore hierarchical election for multicasting in ad hoc
networks(CHEMA), a new approach for enhancing multicasting in MANETs. CHEMA's

main features can be summarized as follows:

e Deploy multiple cores, with DKR as the core selection mechanism. This allows flex-
ibility in terms of redundancy, and a bounded distance to the selected cGme.
announcementare used to disseminate core information throughout the network. To

reduce overhead, a single announcement aggregates information about all known cores.

e Use the senders-to-all approach. To reduce overhead, the packet header lists which
neighbors should relay the multicast packet on a core basis. Instead of sending one
packet toward each core, nodes relay the packet whenever they are listed at least once
as a next-hop to any core. Before relaying the packet, the header is updated with entries

for those cores for which the node is requested to forward the packet.

o Multi-channel and multi-interface: Each node has at least two interfaces. One is dedi-
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cated to receiving multicast transmissions from cores, and the other is used for any other
transmission. Each core transmits in a channel different than any possible interfering

core. That is, through core announcements nodes learn about all cores in the network,
and the distance to each one. Using this information, cores select channels so that they

do not interfere with other cores.

Single shotapproach: Once a multicast packet reaches the core, the packet is trans-
mitted just once via the dedicated interface. In order to reach all receivers, the packet
is transmitted with an increased power so that all nodes withiops from the core

can receive it. Because cores use different channels, and an interface is dedicated for
receiving packets from the core, receivers should receive all transmissions sent by the

core.

Multiple cores are selected via DKR. While cores have not yet been elected, mul-

ticast data packets are transmitted biend flooding After cores are elected, receivers join

the nearest core by sending a join message to the core. Nodes aggregate all the fresh core an-

nouncements they receive, and broadcast them periodically eeryannouncement interval

(which by default is set to b&s). Core announcements also include the number of members

each core has. To let cores know about any associated members, an exypliiciast join

message is sent from the receiver to the desired core whenever a node wants to join a mul-

ticast group. Note that this is not the same as the association provided by the join messages

sent during the execution of DKR, which provides for connectivity from any node to at least

k cores within distance.
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Senders send multicast packets to all cores with members. Instead of sending one
packet per core, the sender broadcasts just one packet with all the information regarding the
cores that need to be reached. That is, the packet header includes an entry for every core and
the corresponding next hop toward the core (recall that in DKR nodes keep information about
which neighbors are used to reach each core). A node receiving the packet for which it is
listed as a next hop to any core forwards the packet. Before relaying the packet, entries for
which the node is listed as a next-hop are updated with the current information, and any other
entries are excluded.

Because multicast packets are broadcast unreliably, a node may retransmit a packet
up to N times, unless it receives an implicit acknowledgment. That is, for every multicast
packet transmitted the node relaying the packet keeps record of the packet and which neigh-
bors should relay the packet. After a period of time equivalent tacknowledgment timequt
the node checks if it has overheard any of the relayers transmissions. If the node fails to hear
any of the relayer’s transmission, the node retransmit the packet including only those nodes
from which it has not yet heard from. Ideally, the length obaknowledgment timeoshould
be set dynamically, because it depends on the level of contention, which is higher with a larger
number of transmitting nodes.

Nodes are equipped with two radio interfaces. One is used for communication be-
tween cores and receivers, and the other is for general communication. More specifically,
cores use a dedicated interface for transmitting multicast packets to their members, and the
receivers use the same interface to receive packets from their cores. To allow for multiple

cores to transmit simultaneously without interference, we assume that each core transmits on

134



a different channel than any possibly interfering core. Therefore, the dedicated interface is set
for transmitting and listening using a specific channel.

The problem of assigning non-interfering channels to cores is similar tgriph
coloring problem in graph theory. Considering a core with transmission ranggeawiy core
within distance2r may interfere (i.e., even though the two cores may be out of range of each
other, they may have members within range of both cores). In the context of MANETS, any
distributed approximation to the graph coloring problem could be applied for assigning chan-
nels to the cores. Instead, we choose to limit the total number of cores in the network to the
maximum number of orthogonal channels available for the dedicated interface. Because nodes
learn about all cores in the network (through the periodical core announcements), channels are
assigned lexicographically.

To reduce delay, and to avoid retransmissions from nodes between the core and
members located more than one hop away from the core, cores transmit multicast data packets
with a larger power. The transmit power should be set so that the packet can be successfully
received by any node up tohops from the core. Even though this approach increases energy
consumption, it is expected to reduce the end-to-end delay and control overhead, because a

single transmission from the core is supposed to reach all core members at the same time.

6.1.1 Performance

We compare CHEMA against thgrotocol for unified multicasting through an-
nouncement$PUMA) [63]. PUMA has been shown to outperform two of the state of the

art multicast routing protocols for MANETS (i.e., ODMRP [33] and MAODV [47]). PUMA
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Table 6.1 Simulation Parameters

Simulator Qualnet™3.5
Simulation time | 350s
Terrain Size 1000 X 1000 m

Number of nodes| 50

Node placement | Random
Mobility Static
Radio Range 250m
MAC protocol 802.11
Channel Capacity 2 Mbps
Data packet size | 512 Bytes

presents the following characteristics: receiver-oriented; core based (one core per group);
mesh-based, providing multiple routes from senders to receivers.

Only the core performs control packet flooding in PUMA. In CHEMA it is the same,
but information about multiple cores are aggregated to reduce control overhead (PUMA also
applies aggregation when flooding information about multiple groups).

We compared CHEMA against PUMA using the QualMefl] network simula-
tor. Each simulation was run with four different random-number seeds. Timer values (i.e.,
core announcements CHEMA, andmulticast announcemenits PUMA) were set to three
seconds. Table 6.1 presents details about the simulation parameters.

In CHEMA, cores use a multiple of the regular radio range (i.e., for distance domi-
nationr, cores have a radio range of 250m) for the dedicated interface. DKR is executed
everyl16s for core assignment. Because only static topologies are considered, the cores remain
the same throughout the simulation.

Four performance metrics are evaluated:

e Packet delivery ratio: The ratio of the data packets delivered to the receivers to those
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data packets expected to be delivered (i.e., data packets sent times the number of re-

ceivers).

e Average end-to-end delay for data packets, including all possible delays caused by queu-

ing at the interface, retransmission delays, and propagation and transfer times.

e Control overhead: The number of control packets transmitted per data packet delivered.

e Total overhead: The ratio of the total packets transmitted (i.e., control + data) to the

data packets delivered.

For the simulation scenario, traffic load is varied acrps, 5, 10, 25,50} pack-
ets/s. There arg senders, and0 receivers for one multicast group. That is, the number of
packets expected to be delivered varies frabrpackets/s ta 000 packets/s. Both senders
and receivers are chosen randomly among the nodes in the network, and traffic load is equally
distributed among all senders.

Even though DKR allows a myriad of scenarios for core selection, we consider just
a few configurations for the purpose of simulation. Fdilanodes network, at most eight
cores are allowed (and there a&®rthogonal channels for the dedicated interface). Values
3 and4 are tested for thelistance dominatignand at least one core is selected within the
specified distance. These two configurations are presented in the graphs as GHEIWA
DS, and CHEMA(1, 4)-DS, respectively. For the networks considered, three cores are elected
in average in the first configuration, and four cores in the second configuration.

Figure 6.1 presents the results for packet delivery ratio. CHEMA delivers almost

100% of the data packets for all trafic loads considered. But PUMA cannot deliver more than
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70% of packets for traffic load 050 packets/s, due to increasing contention and collision of
packets. On the other hand, mainly because CHEMA appliesribeshotapproach and the
non-interfering channels for cores, once packets are transmitted by the core the packets are
successfully received by the receivers.

For flows of up to10 packets/s both protocols present similar results for the end-
to-end delay (Figure 6.2). While CHEMA has a small increase in terms of end-to-end delay
for flows larger thari 0 packets/s, PUMA experiences an exponential increase in average end-
to-end delay. These results, together with the delivery ratio, indicate that CHEMA not only
delivers more packets but does so incurring smaller end-to-end delays. This shows that it pays

off sending packets to multiple cores and using a single transmission per packet from the cores
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Figure 6.2 End-to-end delay

to their members.

Even though CHEMA sends more control packets (mainly due to the election pro-
cess) compared to PUMA, both protocols present similar control overhead because CHEMA
delivers more packets (as shown in Figure 6.3). However, in terms of total overhead CHEMA
incurs less than half total overhead compared to PUMA (Figure 6.4). CHEMA requires fewer
transmissions for every data packet delivered, specially because once the packets reach the

targeted core it takes just one transmission per data packet to reach all core’s receivers.
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6.2 Conclusion

We proposed a novel multicast protocol nangece hierarchical election for multi-
casting in ad hoc network€CHEMA), which is designed to work in the context of multiple-
channel and multiple-interface. CHEMA applies DKR for core election, with a dedicated
interface using non-interfering channel for communication between cores and any multicast
member. Because cores use a larger radio range for the dedicated interface, it requires just one
transmission per data packet for any core member to receive the packet.

CHEMA is compared against thgrotocol for unified multicasting through an-
nouncement§PUMA), which is one of the best performing multicast routing protocols for
MANETs. CHEMA is shown to outperform PUMA in all aspects. CHEMA delivers more

packets, incurs small end-to-end delays, and drastically reduces the total control overhead.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we present applicationsdoimination in graph#n the context of mo-
bile ad hoc networks (MANETS). In ad hoc networks, nodes must coordinate among them-
selves without resorting to any pre-existing network infrastructure. Coordination of nodes re-
lies on broadcasting of signaling messages, sometimes resulting in some form of organization
of nodes (e.qg., clustering or topology management). To improve broadcasting and hierarchical
organization in MANETS, we explore concepts fralmmination in graphsbecause of their
similarities to the problems we want to address.

We present a novel algorithm for computing a dynamic source-based dominating set
of the network, which is used for improving broadcast operations in MANETS. The solution is
shown to reduce the number of broadcast transmissions necessary to flood the network. When

the algorithm is applied to the route discovery process of an on demand routing protocol, it is
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shown to improve the performance of the protocol in all aspects considered.

Then we present a particular configuratiortohnected dominating sdts enhanc-
ing the route discovery process in on demand routing protocols. When a broadcast protocol
based on neighbor information is used, it is possible to maintain fresh routes to all hodes
within two hops, because every node has the two-hop neighborhood information. In this case,
we show that using a connected dominating set with the property that nodes are at most two-
hops from a dominating node (i.e.tvao-hop connected dominating $€CCDS)) is enough for
the route discovery process. The proposed algorithm is shown to outperform the best existing
heuristics presented in the literature. When integrated into the route discovery process of an
on demand routing protocol, in addition to some enhancements, the new protocol is shown to
outperform other protocols in all aspects considered.

Motivated by those two successful applications of dominating sets for enhancing
broadcast operations, we present a framework based on dominating sets for building flexible
hierarchies with the support for fault-tolerant applications. The framework allows building
structures that cover a node in the network with a minimum number of dominating nodes and
a maximum distance to the dominating nodes. Using this framework, it is possible to build
a hierarchical structure such that every node in the network is covered by ak lleasters
at mostd hops distant. A structure like this could be used to support operations that require
increased redundancy, and an adjustable degree of availability. We present a centralized and
a distributed solution to this problem. The centralized solution provides an approximation
to the optimum solution, which is known to be NP-Complete, and serves as a lower bound

when evaluating the distributed solution. The distributed solution is applicable to MANETS,
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because it relies on partial topology information.

To show an application for the proposed framework, we present a novel multi-core
multicast protocol for MANETS using the framework in the core-election process. The domi-
nating set computed via the distributed algorithm is used for assigning cores. The distributed
algorithm is shown to perform well for electing cores, and the new multicast protocol is shown

to outperform one of the best known multicast protocols presented in the literature.

7.2 Future Work

As shown previously, many approaches for improving broadcasting in MANETS
require information about the local neighborhood (e.g., the two-hop neighborhood). It will
be interesting to evaluate such approaches over a MAC protocol that exchanges the neighbor
and forwarder information that we assume is exchanged as part of the routing protocol itself.
This is expected to help maintaining an accurate view of the neighborhood, and improve
broadcasting.

EDP is the first heuristic to incorporate the second-to-previous forwarder list in
the pruning process. It will be interesting to analyze the impact of extending the history of
previous forwarder list when pruning nodes; that is, take into account the third-to-previous
forwarder list, the fourth-to-previous forwarder list, and so on.

THP was designed to improve the route discovery process of on-demand routing
protocols by computing a TCDS of the network. Instead of just taking into account the cov-
erage of nodes during the pruning process, it will be interesting to investigate how to explore
alternate paths between any pair of nodes while computing a TCDS of the network.
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All broadcasting mechanisms based on pruning could use different constraints (e.g.,
energy consumption, interference, and load balancing) when deciding the set of forwarding
nodes. It will be interesting to investigate how different constraints relate to each other, and
how they compare in terms of efficiency and reliability for the broadcasting of signaling and
data packets. For example, “is it possible to design energy-efficient and reliable broadcasting
mechanisms?”.

DKR does not employ any load balancing when electing dominating nodes. It will
be interesting to investigate solutions to incorporate load balancing when buil¢ing)aDS
of the network. Investigate how often nodes should trade positions as dominating nodes, and
how to better distribute the client load among the elected nodes.

It will be interesting to change DKR to operate in a totally asynchronous mode.
That is, operate without any concept of round. Because new nodes can join the network at any
time, and current nodes may leave, it would be better to have an election scheme that tolerates
transient modifications to the topology, but also guarantees the selection of a not so large set

of dominating nodes.
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